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Abstract

The final ATLAS Run 1 measurements of Higgs boson production and couplings in the decay
channel H → ZZ∗ → `+`−`

′+`
′−, where `, `

′
= e or µ, are presented. These measurements were

performed using pp collision data corresponding to integrated luminosities of 4.5 fb−1 and 20.3 fb−1

at center-of-mass energies of 7 TeV and 8 TeV, respectively, recorded with the ATLAS detector at
the LHC. The H → ZZ∗ → 4` signal is observed with a significance of 8.1 standard deviations, with
an expectation of 6.2 standard deviations, at mH = 125.36 GeV, the combined ATLAS measurement
of the Higgs boson mass from the H → γγ and H → ZZ∗ → 4` channels. The production rate
relative to the Standard Model expectation, the signal strength, is measured in four different production
categories in the H → ZZ∗ → 4` channel. The measured signal strength, at this mass, and with all
categories combined, is 1.44 +0.40

−0.33. The signal strength for Higgs boson production in gluon fusion
or in association with tt̄ or bb̄ pairs is found to be 1.7 +0.5

−0.4, while the signal strength for vector-boson
fusion combined with WH/ZH associated production is found to be 0.3 +1.6

−0.9.

c© 2015 CERN for the benefit of the ATLAS Collaboration.

Reproduction of this article or parts of it is allowed as specified in the CC-BY-3.0 license.

ar
X

iv
:1

40
8.

51
91

v3
  [

he
p-

ex
] 

 1
1 

Fe
b 

20
15



Measurements of Higgs boson production and couplings
in the four-lepton channel in pp collisions

at center-of-mass energies of 7 and 8TeV with the ATLAS detector

G. Aad et. al1

(ATLAS Collaboration)

Abstract

The final ATLAS Run 1 measurements of Higgs boson production and couplings in the decay channel
H → ZZ∗ → `+`−`

′+`
′−, where `, `

′
= e or µ, are presented. These measurements were performed using pp

collision data corresponding to integrated luminosities of 4.5 fb−1 and 20.3 fb−1 at center-of-mass energies of
7 TeV and 8 TeV, respectively, recorded with the ATLAS detector at the LHC. The H → ZZ∗ → 4` signal
is observed with a significance of 8.1 standard deviations, with an expectation of 6.2 standard deviations,
at mH = 125.36 GeV, the combined ATLAS measurement of the Higgs boson mass from the H → γγ and
H → ZZ∗ → 4` channels. The production rate relative to the Standard Model expectation, the signal
strength, is measured in four different production categories in the H → ZZ∗ → 4` channel. The measured
signal strength, at this mass, and with all categories combined, is 1.44 +0.40

−0.33. The signal strength for Higgs

boson production in gluon fusion or in association with tt̄ or bb̄ pairs is found to be 1.7 +0.5
−0.4, while the signal

strength for vector-boson fusion combined with WH/ZH associated production is found to be 0.3 +1.6
−0.9.

1. Introduction

In the Standard Model (SM) the Brout-Englert-Higgs (BEH) mechanism is the source of electroweak
symmetry breaking and results in the appearance of a fundamental scalar particle, the Higgs boson [1–3].
The ATLAS and CMS experiments have reported the observation of a particle in the search for the SM
Higgs boson [4, 5], where the most sensitive channels are H → ZZ∗ → 4`, H →WW ∗ → `ν`ν and H → γγ.
An important step in the confirmation of the new particle as the SM Higgs boson is the measurement of its
properties, which are completely defined in the SM once its mass is known. Previous ATLAS studies [6, 7]
have shown that this particle is consistent with the SM Higgs boson.

The Higgs boson decay to four leptons, H → ZZ∗ → 4`, where ` = e or µ, provides good sensitivity
for the measurement of the Higgs boson properties due to its high signal-to-background ratio, which is
about 2 for each of the four final states: µ+µ−µ+µ− (4µ), e+e−µ+µ− (2e2µ), µ+µ−e+e− (2µ2e), and
e+e−e+e− (4e), where the first lepton pair is defined to be the one with the dilepton invariant mass closest
to the Z boson mass. The contribution to these final states from H → ZZ∗, Z(∗) → τ+τ− decays is below
the per mille level in the current analysis. The largest background in this search comes from continuum
(Z(∗)/γ∗)(Z(∗)/γ∗) production, referred to as ZZ∗ hereafter. For the four-lepton events with an invariant
mass, m4`, below about 160 GeV, there are also important background contributions from Z + jets and tt̄
production with two prompt leptons, where the additional charged lepton candidates arise from decays of
hadrons with b- or c-quark content, from photon conversions or from misidentification of jets.

Interference effects are expected between the Higgs boson signal and SM background processes. For
the H → ZZ∗ → 4` channel, the impact of this interference on the mass spectrum near the resonance is
negligible [8]. This analysis does not account for interference effects in the mass spectra.

In the SM, the inclusive production of the H → ZZ∗ → 4` final state is dominated by the gluon
fusion (ggF) Higgs boson production mode, which represents 86% of the total production cross section for
mH = 125 GeV at

√
s = 8 TeV. Searching for Higgs boson production in the vector-boson fusion (VBF) and

the vector-boson associated production (VH) modes allows further exploration of the coupling structure of
the new particle. The corresponding fractions of the production cross section for VBF and VH are predicted
to be 7% and 5%, respectively.

This paper presents the final ATLAS Run 1 results of the measurement of the SM Higgs boson production
in the H → ZZ∗ → 4` decay mode, where the production is studied both inclusively and with events
categorized according to the characteristics of the different production modes. The categorized analysis

1Full author list given at the end of the article.
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allows constraints to be placed on possible deviations from the expected couplings of the SM Higgs boson.
The data sample used corresponds to an integrated luminosity of 4.5 fb−1 at a center-of-mass energy of 7
TeV and 20.3 fb−1 at a center-of-mass energy of 8 TeV, collected in the years 2011 and 2012, respectively.
The method adopted to extract the production rates simultaneously provides a measurement of the Higgs
boson mass. The measurement of the Higgs boson mass for this channel, performed in combination with
the H → γγ decay mode, is discussed in Ref. [9] and is only covered briefly here. This paper contains a full
description of the signal and background simulation, the object reconstruction and identification, the event
selection and the background estimations of the H → ZZ∗ → 4` decay mode, providing the details for other
Run 1 final results, including the combined mass measurement, reported elsewhere. The corresponding final
Run 1 CMS results for the H → ZZ∗ → 4` decay mode have been reported in Ref. [10].

The present analysis improves on the earlier result [6] with the following changes: a) the electron iden-
tification uses a multivariate likelihood instead of a cut-based method, improving the background rejection
at a fixed efficiency; b) the electron transverse energy (ET) measurement has been improved by a refined
cluster energy reconstruction in the calorimeter and by combining the electron cluster energy with the track
momentum for low-ET electrons; c) the energy scale for electrons and momentum scale for muons have
both been improved; d) the inclusion of final-state radiation (FSR) off charged leptons has been extended
to noncollinear photons; e) a multivariate discriminant against the ZZ∗ background has been introduced
to improve the signal-to-background ratio for the ggF production mode; f) the estimates of the reducible
``+ jets and tt̄ background processes have been improved; g) the sensitivity for different production modes
has been improved, both by introducing a new VH category with two jets in the final state and by using
multivariate techniques for this category and the VBF category.

The ATLAS detector is briefly described in Sec. 2, and the signal and background simulation is presented
in Sec. 3. The object reconstruction and identification, the event selection and categorization, and the
background estimation are presented in Secs. 4, 5 and 6, respectively. The multivariate discriminants and
the signal and background modeling are discussed in Secs. 7 and 8. Finally, the systematic uncertainties
and the results are presented in Secs. 9 and 10.

2. The ATLAS Detector

The ATLAS detector [11] is a multipurpose particle detector with approximately forward-backward
symmetric cylindrical geometry.2 The inner tracking detector (ID) consists of a silicon pixel detector, which is
closest to the interaction point, and a silicon microstrip detector surrounding the pixel detector, both covering
|η| < 2.5, followed by a transition radiation straw-tube tracker (TRT) covering |η| < 2. The ID is surrounded
by a thin superconducting solenoid providing a 2 T axial magnetic field. A highly segmented lead/liquid-
argon (LAr) sampling electromagnetic calorimeter measures the energy and the position of electromagnetic
showers with |η| < 3.2. The LAr calorimeter includes a presampler (for |η| < 1.8) and three sampling
layers, longitudinal in shower depth, for |η| < 2.5. LAr sampling calorimeters are also used to measure
hadronic showers in the endcaps (1.5 < |η| < 3.2) and electromagnetic and hadronic showers in the forward
(3.1 < |η| < 4.9) regions, while an iron/scintillator tile calorimeter measures hadronic showers in the central
region (|η| < 1.7).

The muon spectrometer (MS) surrounds the calorimeters and is designed to detect muons in the pseu-
dorapidity range up to |η| = 2.7. The MS consists of one barrel (|η| < 1.05) and two endcap regions. A
system of three large superconducting air-core toroid magnets, each with eight coils, provides a magnetic
field with a bending integral of about 2.5 T·m in the barrel and up to 6 T·m in the endcaps. Monitored
drift-tube chambers in both the barrel and endcap regions and cathode strip chambers covering |η| > 2 are
used as precision chambers, whereas resistive plate chambers in the barrel and thin gap chambers in the
endcaps are used as trigger chambers, covering up to |η| = 2.4. The chambers are arranged in three layers,
so high-pT particles traverse at least three stations with a lever arm of several meters.

A three-level trigger system selects events to be recorded for offline analysis.

3. Signal and Background Simulation

The H → ZZ∗ → 4` signal is modeled using the Powheg-Box Monte Carlo (MC) event generator [12–
16], which provides separate calculations for the ggF and VBF production mechanisms with matrix elements

2The ATLAS experiment uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the
center of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and
the y-axis points upward. Cylindrical coordinates (r, φ) are used in the transverse plane, φ being the azimuthal angle around
the beam pipe. The pseudorapidity is defined in terms of the polar angle θ as η = − ln tan(θ/2).
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up to next-to-leading order (NLO) in the QCD coupling constant. The description of the Higgs boson
transverse momentum (pT) spectrum in the ggF process is reweighted to follow the calculation of Refs. [17,
18], which includes QCD corrections up to next-to-next-to-leading order (NNLO) and QCD soft-gluon
resummations up to next-to-next-to-leading logarithm (NNLL). The effects of nonzero quark masses are also
taken into account [19]. Powheg-Box is interfaced to Pythia8.1 [20, 21] for showering and hadronization,
which in turn is interfaced to Photos [22, 23] for QED radiative corrections in the final state. Pythia8.1
is used to simulate the production of a Higgs boson in association with a W or a Z boson (VH) or with a
tt̄ pair (tt̄H). The production of a Higgs boson in association with a bb̄ pair (bb̄H) is included in the signal
yield assuming the same mH dependence as for the tt̄H process, while the signal efficiency is assumed to be
equal to that for ggF production.

The Higgs boson production cross sections and decay branching ratios, as well as their uncertainties, are
taken from Refs. [24, 25]. The cross sections for the ggF process have been calculated to NLO [26–28] and
NNLO [29–31] in QCD. In addition, QCD soft-gluon resummations calculated in the NNLL approximation
are applied for the ggF process [32]. NLO electroweak (EW) radiative corrections are also applied [33, 34].
These results are compiled in Refs. [35–37] assuming factorization between QCD and EW corrections. For
the VBF process, full QCD and EW corrections up to NLO [38–40] and approximate NNLO QCD [41]
corrections are used to calculate the cross section. The cross sections for the associated WH/ZH production
processes are calculated at NLO [42] and at NNLO [43] in QCD, and NLO EW radiative corrections are
applied [44]. The cross section for associated Higgs boson production with a tt̄ pair is calculated at NLO
in QCD [45–48]. The cross section for the bb̄H process is calculated in the four-flavor scheme at NLO in
QCD [49–51] and in the five-flavor scheme at NNLO in QCD [52] and combined via the Santander matching
scheme [25, 53].

The Higgs boson decay widths for theWW and ZZ four-lepton final states are provided by Prophecy4f [54,
55], which includes the complete NLO QCD+EW corrections and interference effects between identical final-
state fermions. The other Higgs boson decay widths, e.g. γγ, ττ , bb̄, etc., are obtained with Hdecay [56]
and combined with the Prophecy4f results to obtain the H → ZZ∗ → 4` branching ratios. Table 1 gives
the production cross sections and branching ratios for H → ZZ∗ → 4`, which are used to normalize the
signal simulation, for several values of mH .

The QCD scale uncertainties for mH = 125 GeV [24] amount to +7% and −8% for the ggF process,
from ±1% to ±2% for the VBF and associated WH/ZH production processes and +4% and −9% for the
associated tt̄H production process. The uncertainties on the production cross section due to uncertainties
on the parton distribution functions (PDF) and the strong coupling constant, αs, is ±8% for gluon-initiated
processes and ±4% for quark-initiated processes, estimated by following the prescription in Ref. [57] and
by using the PDF sets of CTEQ [58], MSTW [59] and NNPDF [60]. The PDF uncertainties are assumed
to be 100% correlated among processes with identical initial states, regardless of whether they are signal or
background [61].

Table 1: Calculated SM Higgs boson production cross sections for gluon fusion, vector-boson fusion and associated production
with a W or Z boson or with a bb̄ or tt̄ pair in pp collisions at

√
s of 7 TeV and 8 TeV [24]. The quoted uncertainties correspond

to the total theoretical systematic uncertainties calculated by adding in quadrature the QCD scale and PDF+αs uncertainties.
The decay branching ratio (B) for H → 4` with ` = e, µ, is reported in the last column [24].

mH σ (gg → H) σ (qq′ → Hqq′) σ (qq̄ →WH) σ (qq̄ → ZH) σ
(
qq̄/gg → bb̄H/tt̄H

)
B (H → ZZ∗ → 4`)

[GeV] [pb] [pb] [pb] [pb] [pb] [10−3]

√
s = 7 TeV

123 15.6± 1.6 1.25± 0.03 0.61± 0.02 0.35± 0.01 0.26± 0.04 0.103± 0.005

125 15.1± 1.6 1.22± 0.03 0.58± 0.02 0.34± 0.01 0.24± 0.04 0.125± 0.005

127 14.7± 1.5 1.20± 0.03 0.55± 0.02 0.32± 0.01 0.23± 0.03 0.148± 0.006

√
s = 8 TeV

123 19.9± 2.1 1.61± 0.05 0.74± 0.02 0.44± 0.02 0.35± 0.05 0.103± 0.005

125 19.3± 2.0 1.58± 0.04 0.70± 0.02 0.42± 0.02 0.33± 0.05 0.125± 0.005

127 18.7± 1.9 1.55± 0.04 0.67± 0.02 0.40± 0.02 0.32± 0.05 0.148± 0.006

The ZZ∗ continuum background is modeled using Powheg-Box [62] for quark–antiquark annihilation
and gg2ZZ [63] for gluon fusion. The PDF+αs and QCD scale uncertainties are parametrized as functions
of m4` as recommended in Ref. [25]. For the ZZ∗ background at m4` = 125 GeV, the quark-initiated
(gluon-initiated) processes have a QCD scale uncertainty of ±5% (±25%), and ±4% (±8%) for the PDF
and αs uncertainties, respectively.

The Z+jets production is modeled using Alpgen [64] and is divided into two sources: Z+light-jets,
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which includes Zcc̄ in the massless c-quark approximation and Zbb̄ with bb̄ from parton showers, and Zbb̄
using matrix-element calculations that take into account the b-quark mass. The MLM [65] matching scheme
is used to remove any double counting of identical jets produced via the matrix-element calculation and
the parton shower, but this scheme is not implemented for b-jets. Therefore, bb̄ pairs with separation

∆R ≡
√

(∆φ)
2

+ (∆η)
2
> 0.4 between the b-quarks are taken from the matrix-element calculation, whereas

for ∆R < 0.4 the parton-shower bb̄ pairs are used. In this search the Z+jets background is normalized using
control samples from data. For comparison between data and simulation, the NNLO QCD FEWZ [66, 67]
and NLO QCD MCFM [68, 69] cross-section calculations are used to normalize the simulations for inclusive
Z boson and Zbb̄ production, respectively. The tt̄ background is modeled using Powheg-Box interfaced to
Pythia8.1 for parton shower and hadronization, photos for QED radiative corrections and tauola [70, 71]
for the simulation of τ lepton decays. Sherpa [72] is used for the simulation of WZ production.

Generated events are processed through the ATLAS detector simulation [73] within the Geant4 frame-
work [74]. Additional pp interactions in the same and nearby bunch crossings (pileup) are included in the
simulation. The simulation samples are weighted to reproduce the observed distribution of the mean number
of interactions per bunch crossing in the data.

4. Object Reconstruction and Identification

The H → ZZ∗ → 4` channel has a small rate but is a relatively clean final state where the signal-to-
background ratio vis-à-vis the reducible backgrounds alone, i.e. ignoring the ZZ∗ background, is above 6
for the present analysis. Significant effort was made to obtain a high efficiency for the reconstruction and
identification of electrons and muons, while keeping the loss due to background rejection as small as possible.
In particular, this becomes increasingly difficult for electrons as ET decreases.

Electrons are reconstructed using information from the ID and the electromagnetic calorimeter. For elec-
trons, background discrimination relies on the shower shape information available from the highly segmented
LAr EM calorimeter, high-threshold TRT hits, as well as compatibility of the tracking and calorimeter infor-
mation. Muons are reconstructed as tracks in the ID and MS, and their identification is primarily based on
the presence of a matching track or tag in the MS. Finally, jets are reconstructed from clusters of calorimeter
cells and calibrated using a dedicated scheme designed to adjust the energy measured in the calorimeter to
that of the true jet energy on average.

4.1. Electron reconstruction and identification

Electron candidates are clusters of energy deposited in the electromagnetic calorimeter associated with
ID tracks [75, 76]. All candidate electron tracks are fitted using a Gaussian-sum filter [77] (GSF) to account
for bremsstrahlung energy losses. The GSF fit brings the candidate electron E/p distribution closer to unity
and improves the measured electron direction, resulting in better impact parameter resolution. For the 2012
(8 TeV) data set, the electron reconstruction was modified to allow for large bremsstrahlung energy losses.
A second pass was added to the ATLAS track pattern recognition that allows for an electron hypothesis
with larger energy loss to be tried after a first pass with a pion hypothesis. Furthermore, the track-to-cluster
matching algorithm was improved, for example by incorporating an additional test that extrapolates tracks
to the calorimeter using the measured cluster energy rather than the track momentum. These improvements
increased the electron reconstruction efficiency on average by 5% for electrons with ET above 15 GeV, with
a 7% improvement for ET at 15 GeV, as measured with data [78].

The electron identification is based on criteria that require the longitudinal and transverse shower profiles
to be consistent with those expected for electromagnetic showers, the track and cluster positions to match
in η and φ, and the presence of high-threshold TRT hits. To maintain both large acceptance and good
discrimination, the selection is kept “loose” for a large number of discriminating variables; for comparison,
the most stringent electron identification would induce an additional 15% reduction in electron efficiency.
Compared to the previous measurement [6], the electron identification was improved for the 2012 data
set by moving from a cut-based method to a likelihood method. The likelihood allows the inclusion of
discriminating variables that are difficult to use with explicit cuts without incurring significant efficiency
losses. For example, the GSF fit measures a significant difference between the momenta at the start and
end of the electron trajectory for only a fraction of true electrons so that requiring a large difference for
all electrons would not be an efficient selection cut. The likelihood improves the rejection of light-flavor
jets and photon conversions by a factor of two for the same signal efficiency. For the 2011 (7 TeV) data
set, the electron reconstruction proceeds as described above, but without the improved pattern recognition
and cluster-to-track matching. The electron identification used for the 2011 data set is the same cut-based
identification as in the previous measurement [6]. Detailed descriptions of the likelihood identification used
for the 2012 data set, the cut-based identification used for the 2011 data set and the corresponding efficiency
measurements can be found in Refs. [78, 79].
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Finally, the electron transverse energy is computed from the cluster energy and the track direction at
the interaction point. The cluster energy is the sum of the calibrated energy deposited in the cells in a fixed-
size window in η × φ, different for the barrel and end-cap. The cluster energy is corrected for energy lost
before the calorimeter, deposited in neighboring cells and beyond the calorimeter. Further corrections for the
response dependence are applied as a function of the impact point within the central cluster cell. The cluster
energy measurement was improved compared to the previous analysis [6] and is described elsewhere [76].
Several of the steps in the energy calibration were significantly improved including: a) the addition of a
multivariate technique to extract the cluster energy from the energy deposit in simulation, b) additional
corrections for response details not included in the simulation, and c) equalization of the energy scales of the
longitudinal calorimeter layers. These improvements resulted in a significant reduction in the overall energy
scale uncertainty (for example for |η| < 1.37 the uncertainty is reduced from 0.4% to 0.04% for electrons
of ET = 40 GeV [76]) and have an important impact on the systematic uncertainty of the Higgs boson
mass measurement [9]. In addition, a combined fit of the cluster energy and track momentum is applied
to electrons with ET below 30 GeV when the cluster ET and the track pT agree within their uncertainties.
The combined fit improves the resolution of m4` for the 4e and 2µ2e final states by about 4%.

4.2. Muon reconstruction and identification

Four types of muon candidates are distinguished, depending on how they are reconstructed. Most muon
candidates are identified by matching a reconstructed ID track with either a complete or partial track
reconstructed in the MS [80, 81]. If a complete MS track is present, the two independent momentum mea-
surements are combined (combined muons), otherwise the momentum is measured using the ID, and the
partial MS track serves as identification (segment-tagged muons). The muon reconstruction and identifica-
tion coverage is extended by using tracks reconstructed in the forward region (2.5 < |η| < 2.7) of the MS,
which is outside the ID coverage (standalone muons). In the center of the barrel region (|η| < 0.1), which
lacks MS geometrical coverage, ID tracks with pT> 15 GeV are identified as muons if their calorimetric
energy deposition is consistent with a minimum ionizing particle (calorimeter-tagged muons). The inner
detector tracks associated with muons that are identified inside the ID acceptance are required to have a
minimum number of associated hits in each of the ID subdetectors to ensure good track reconstruction. The
muon candidates outside the ID acceptance that are reconstructed only in the MS are required to have hits
in each of the three stations they traverse. At most one standalone or calorimeter-tagged muon is used per
event.

4.3. Final-state radiation recovery

The QED process of radiative photon production in Z decays is well modeled by simulation. Some of
the FSR photons can be identified in the calorimeter and incorporated into the four-lepton measurement.
A dedicated method to include the FSR photons in the reconstruction of Z bosons was developed. This
method includes a search for collinear and noncollinear FSR photons, with the collinear search described in
Ref. [82]. Collinear photons are only associated with muons3 (∆Rcluster,µ ≤ 0.15), and noncollinear photons
can be associated with either muons or electrons (∆Rcluster,` > 0.15).

At most one FSR photon is used per event, with priority given to collinear photons. The probability
of having more than one FSR per event with significant energy is negligible. The collinear photons are
required to have a transverse energy of ET > 1.5 GeV and a fraction of the total energy deposited in the
front sampling layer of the calorimeter greater than 0.1. If more than one collinear photon is found, only
the one with the highest ET is kept. noncollinear photons must have ET > 10 GeV, be isolated (ET below 4
GeV within a cone of size ∆R = 0.4, excluding the photon itself), and satisfy strict (“tight”) identification
criteria [83]. Again, only the highest-ET noncollinear photon is retained, and only if no collinear photon is
found.

The inclusion of an FSR photon in a four-lepton event is discussed below in Sec. 5.1. The collinear FSR
selection recovers 70% of the FSR photons within the selected fiducial region with a purity of about 85%,
where misidentified photons come from pileup and muon ionization. The noncollinear FSR selection has an
efficiency of approximately 60% and a purity greater than 95% within the fiducial region.

In Fig. 1, the invariant mass distributions are shown for Z → µ+µ− candidate events where either
a collinear Fig. 1(a) or noncollinear Fig. 1(b) FSR photon is found. The invariant mass distributions are
shown both before and after the addition of the FSR photons, for both data and simulation. Good agreement
between data and simulation is observed.

3Photons collinear to electrons are included in the calorimeter shower.
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Figure 1: (a) The invariant mass distributions of Z → µ+µ−(γ) events in data before collinear FSR correction (filled triangles)
and after collinear FSR correction (filled circles), for events with a collinear FSR photon satisfying the selection criteria as
described in Sec. 4.3. The prediction of the simulation is shown before correction (red histogram) and after correction (blue
histogram). (b) The invariant mass distributions of Z → µ+µ−(γ) events with a noncollinear FSR photon satisfying the
selection criteria as described in Sec. 4.3. The prediction of the simulation is shown before correction (red histogram) and after
correction (blue histogram).

4.4. Jet reconstruction

Jets are reconstructed using the anti-kt algorithm [84, 85] with a distance parameter R = 0.4. The
inputs to the reconstruction are three-dimensional clusters of energy [86, 87] in the calorimeter, calibrated
to the electromagnetic energy scale and corrected for contributions from in-time and out-of-time pileup [88],
and the position of the primary interaction vertex (see Sec. 5). The algorithm for this clustering suppresses
noise by keeping only cells with a significant energy deposit and their neighboring cells. Subsequently, the
jets are calibrated to the hadronic energy scale using pT- and η-dependent correction factors determined
from simulation (2011 data set) and from data (2012 data set) [87, 89]. The uncertainty on these correction
factors is determined from control samples in data. To reduce the number of jet candidates originating from
pileup vertices, jets with pT < 50 GeV within the ID acceptance (|η| < 2.4) are required to have more than
50% (75% for 2011 data) of the summed scalar pT of the tracks associated with the jet (within ∆R = 0.4
around the jet axis) come from tracks of the primary vertex [90].

5. Event Selection

The data are subjected to quality requirements: if any relevant detector component is not operating
correctly during a period when an event is recorded, the event is rejected. Events are required to have at
least one vertex with three associated tracks with pT > 400 MeV, and the primary vertex is chosen to be the
reconstructed vertex with the largest track

∑
p2

T. Identical requirements are applied to all four-lepton final
states. For the inclusive analysis, four-lepton events are selected and classified according to their channel:
4µ, 2e2µ, 2µ2e, 4e. These events are subsequently categorized according to their production mechanism to
provide measurements of each corresponding signal strength.

5.1. Inclusive analysis

Four-lepton events were selected with single-lepton and dilepton triggers. The pT (ET) thresholds for
single-muon (single-electron) triggers increased from 18 GeV to 24 GeV (20 GeV to 24 GeV) between the 7
TeV and 8 TeV data, in order to cope with the increasing instantaneous luminosity. The dilepton trigger
thresholds for 7 TeV data are set at 10 GeV pT for muons, 12 GeV ET for electrons and (6,10) GeV for
(muon,electron) mixed-flavor pairs. For the 8 TeV data, the thresholds were raised to 13 GeV for the dimuon
trigger, to 12 GeV for the dielectron trigger and (8,12) GeV for the (muon,electron) trigger; furthermore, a
dimuon trigger with different thresholds on the muon pT, 8 and 18 GeV, was added. The trigger efficiency
for events passing the final selection is above 97% in the 4µ, 2µ2e and 2e2µ channels and close to 100% in
the 4e channel for both 7 TeV and 8 TeV data.
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Higgs boson candidates are formed by selecting two same-flavor, opposite-sign lepton pairs (a lepton
quadruplet) in an event. Each lepton is required to have a longitudinal impact parameter less than 10
mm with respect to the primary vertex, and muons are required to have a transverse impact parameter of
less than 1 mm to reject cosmic-ray muons. These selections are not applied to standalone muons, that
have no ID track. Each electron (muon) must satisfy ET > 7 GeV (pT > 6 GeV) and be measured in the
pseudorapidity range |η| < 2.47 (|η| < 2.7). The highest-pT lepton in the quadruplet must satisfy pT > 20
GeV, and the second (third) lepton in pT order must satisfy pT > 15 GeV (pT > 10 GeV). Each event is
required to have the triggering lepton(s) matched to one or two of the selected leptons.

Multiple quadruplets within a single event are possible: for four muons or four electrons there are
two ways to pair the masses, and for five or more leptons there are multiple ways to choose the leptons.
Quadruplet selection is done separately in each subchannel: 4µ, 2e2µ, 2µ2e, 4e, keeping only a single
quadruplet per channel. For each channel, the lepton pair with the mass closest to the Z boson mass is
referred to as the leading dilepton and its invariant mass, m12, is required to be between 50 GeV and 106
GeV. The second, subleading, pair of each channel is chosen from the remaining leptons as the pair closest
in mass to the Z boson and in the range mmin < m34 < 115 GeV, where mmin is 12 GeV for m4` < 140
GeV, rises linearly to 50 GeV at m4` = 190 GeV and then remains at 50 GeV for m4` > 190 GeV. Finally, if
more than one channel has a quadruplet passing the selection, the channel with the highest expected signal
rate is kept, i.e. in the order: 4µ, 2e2µ, 2µ2e, 4e. The rate of two quadruplets in one event is below the per
mille level.

Events with a selected quadruplet are required to have their leptons a distance ∆R > 0.1 from each
other if they are of the same flavor and ∆R > 0.2 otherwise. For 4µ and 4e events, if an opposite-charge
same-flavor dilepton pair is found with m`` below 5 GeV the event is removed.

The Z+jets and tt̄ background contributions are further reduced by applying impact parameter require-
ments as well as track- and calorimeter-based isolation requirements to the leptons. The transverse impact
parameter significance, defined as the impact parameter in the transverse plane divided by its uncertainty,
|d0|/σd0 , for all muons (electrons) is required to be lower than 3.5 (6.5). The normalized track isolation
discriminant, defined as the sum of the transverse momenta of tracks, inside a cone of size ∆R = 0.2 around
the lepton, excluding the lepton track, divided by the lepton pT, is required to be smaller than 0.15.

The relative calorimetric isolation for electrons in the 2012 data set is computed as the sum of the cluster
transverse energies ET, in the electromagnetic and hadronic calorimeters, with a reconstructed barycenter
inside a cone of size ∆R = 0.2 around the candidate electron cluster, divided by the electron ET. The
electron relative calorimetric isolation is required to be smaller than 0.2. The cells within 0.125 × 0.175 in
η × φ around the electron barycenter are excluded. The pileup and underlying event contribution to the
calorimeter isolation is subtracted event by event [91]. The calorimetric isolation of electrons in the 2011 data
set is cell-based (electromagnetic and hadronic calorimeters) rather than cluster-based, and the calorimeter
isolation relative to the electron ET requirement is 0.3 instead of 0.2. In the case of muons, the relative
calorimetric isolation discriminant is defined as the sum, ΣET, of the calorimeter cells above 3.4σ, where σ
is the quadrature sum of the expected electronic and pileup noise, inside a cone of size ∆R < 0.2 around
the muon direction, divided by the muon pT. Muons are required to have a relative calorimetric isolation
less than 0.3 (0.15 in case of standalone muons). For both the track- and calorimeter-based isolations any
contributions arising from other leptons of the quadruplet are subtracted.

As discussed in Sec. 4.3, a search is performed for FSR photons arising from any of the lepton candidates
in the final quadruplet, and at most one FSR photon candidate is added to the 4` system. The FSR correction
is applied only to the leading dilepton, and priority is given to collinear photons. The correction is applied
if 66 < mµµ < 89 GeV and mµµγ < 100 GeV. If the collinear-photon search fails then the noncollinear FSR
photon with the highest ET is added, provided it satisfies the following requirements: m`` < 81 GeV and
m``γ < 100 GeV. The expected fraction of collinear (noncollinear) corrected events is 4% (1%).

For the 7 TeV data, the combined signal reconstruction and selection efficiency for mH = 125 GeV is
39% for the 4µ channel, 25% for the 2e2µ/2µ2e channels and 17% for the 4e channel. The improvements
in the electron reconstruction and identification for the 8 TeV data lead to increases in these efficiencies by
10%–15% for the channels with electrons, bringing their efficiencies to 27% for the 2e2µ/2µ2e channels and
20% for the 4e channel.

After the FSR correction, the lepton four-momenta of the leading dilepton are recomputed by means
of a Z-mass-constrained kinematic fit. The fit uses a Breit-Wigner Z line shape and a single Gaussian
to model the lepton momentum response function with the Gaussian σ set to the expected resolution for
each lepton. The Z-mass constraint improves the m4` resolution by about 15%. More complex momentum
response functions were compared to the single Gaussian and found to have only minimal improvement for
the m4` resolution.

Events satisfying the above criteria are considered candidate signal events for the inclusive analysis,
defining a signal region independent of the value of m4`.
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5.2. Event categorization

ATLAS

l 4→ ZZ* →H 

 selectionl4

High mass two jets

VBF
VBF enriched

Low mass two jets

 jj)H→ jj)H, Z(→W(

Additional lepton

)Hll →)H, Z(νl →W(

VH enriched

ggF ggF enriched

Figure 2: Schematic view of the event categorization. Events are required to pass the four-lepton selection, and then they are
assigned to one of four categories which are tested sequentially: VBF enriched, VH-hadronic enriched, VH-leptonic enriched,
or ggF enriched.

To measure the rates for the ggF, VBF, and VH production mechanisms, discussed in Sec. 3, each H → 4`
candidate selected by the criteria described above is assigned to one of four categories (VBF enriched, VH-
hadronic enriched, VH-leptonic enriched, or ggF enriched), depending on other event characteristics. A
schematic view of the event categorization is shown in Fig. 2.

The VBF enriched category is defined by events with two high-pT jets. The kinematic requirements for
jets are pT > 25 (30) GeV for |η| < 2.5 (2.5 < |η| < 4.5). If more than two jets fulfill these requirements,
the two highest-pT jets are selected as VBF jets. The event is assigned to the VBF enriched category
if the invariant mass of the dijet system, mjj , is greater than 130 GeV, leading to a signal efficiency of
approximately 55%. This category has a considerable contamination from ggF events, with 54% of the
expected events in this category arising from production via gluon fusion.

Events that do not satisfy the VBF enriched criteria are considered for the VH-hadronic enriched cat-
egory. The same jet-related requirements are applied but with 40 < mjj < 130 GeV, as presented in Fig.
3. Moreover, the candidate has to fulfill a requirement on the output weight of a specific multivariate dis-
criminant, presented in Sec. 7.2. The signal efficiency for requiring two jets is 48% for VH and applying the
multivariate discriminant brings the overall signal efficiency to 25%.

Events failing to satisfy the above criteria are next considered for the VH-leptonic enriched category.
Events are assigned to this category if there is an extra lepton (e or µ), in addition to the four leptons
forming the Higgs boson candidate, with pT > 8 GeV and satisfying the same lepton requirements. The
signal efficiency for the extra vector boson for the VH-leptonic enriched category is around 90% (100%) for
the W (Z), where the Z has two leptons which can pass the extra lepton selection.

Finally, events that are not assigned to any of the above categories categories are associated with the
ggF enriched category. Table 2 shows the expected yields for Higgs boson production and ZZ∗ background
events in each category from each of the production mechanisms, for mH = 125 GeV and 4.5 fb−1 at

√
s = 7

TeV and 20.3 fb−1 at
√
s = 8 TeV.
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Figure 3: Distributions of the dijet invariant mass for the events with at least two jets for the data (filled circles), the expected
signal (solid and dot-dot-dashed histograms) and the backgrounds (filled histograms). The WH and ZH hadronic signals are
scaled by a factor 50 and the ZH distribution is added on top of the WH distribution.

Table 2: The expected number of events in each category (ggF enriched, VBF enriched, VH-hadronic enriched and VH-leptonic
enriched), after all analysis criteria are applied, for each signal production mechanism (ggF/bb̄H/tt̄H, VBF, VH) at mH =125
GeV, for 4.5 fb−1 at

√
s = 7 TeV and 20.3 fb−1 at

√
s = 8 TeV. The requirement m4` > 110 GeV is applied.

Category gg → H, qq̄/gg → bb̄H/tt̄H qq′ → Hqq′ qq̄ →W/ZH√
s = 7 TeV

ggF enriched 2.06 ± 0.25 0.114 ± 0.005 0.067 ± 0.003
VBF enriched 0.13 ± 0.04 0.137 ± 0.009 0.015 ± 0.001
VH-hadronic enriched 0.053 ± 0.018 0.007 ± 0.001 0.038 ± 0.002
VH-leptonic enriched 0.005 ± 0.001 0.0007 ± 0.0001 0.023 ± 0.002√

s = 8 TeV
ggF enriched 12.0 ± 1.4 0.52 ± 0.02 0.37 ± 0.02
VBF enriched 1.2 ± 0.4 0.69 ± 0.05 0.10 ± 0.01
VH-hadronic enriched 0.41 ± 0.14 0.030 ± 0.004 0.21 ± 0.01
VH-leptonic enriched 0.021 ± 0.003 0.0009 ± 0.0002 0.13 ± 0.01

6. Background Estimation

The rate of the ZZ∗ background is estimated using simulation normalized to the SM cross section as
described in Sec. 3, while the rate and composition of the reducible `` + jets and tt̄ background processes
are evaluated with data-driven methods. The composition of the reducible backgrounds depends on the
flavor of the subleading dilepton pair, and different approaches are taken for the `` + µµ and the `` + ee
final states. These two cases are discussed in Secs. 6.1 and 6.2, respectively, and the yields for all reducible
backgrounds in the signal region are summarized in Tables 5 and 7. Finally, the small contribution from the
WZ reducible background is estimated from simulation. The background estimation follows the methods
previously described in Refs. [4, 92] with several improvements and additional cross-checks.

6.1. ``+ µµ background

The ``+ µµ reducible background arises from Z + jets and tt̄ processes, where the Z + jets contribution
has a Zbb̄ heavy-flavor quark component in which the heavy-flavor quarks decay semileptonically, and
a component arising from Z + light-flavor jets with subsequent π/K in-flight decays. The number of
background events from Z + jets and tt̄ production is estimated from an unbinned maximum likelihood
fit, performed simultaneously to four orthogonal control regions, each of them providing information on
one or more of the background components. The fit results are expressed in terms of yields in a reference
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control region, defined by applying the analysis event selection except for the isolation and impact parameter
requirements to the subleading dilepton pair. The reference control region is also used for the validation
of the estimates. Finally, the background estimates in the reference control region are extrapolated to the
signal region.

The control regions used in the maximum likelihood fit are designed to minimize contamination from
the Higgs boson signal and the ZZ∗ background. The four control regions are:

a) Inverted requirement on impact parameter significance. Candidates are selected following the analysis
event selection, but 1) without applying the isolation requirement to the muons of the subleading dilepton
and 2) requiring that at least one of the two muons fails the impact parameter significance requirement. As
a result, this control region is enriched in Zbb̄ and tt̄ events.

b) Inverted requirement on isolation. Candidates are selected following the analysis event selection, but
requiring that at least one of the muons of the subleading dilepton fails the isolation requirement. As a
result, this control region is enriched in Z + light-flavor-jet events (π/K in-flight decays) and tt̄ events.

c) eµ leading dilepton (eµ + µµ). Candidates are selected following the analysis event selection, but
requiring the leading dilepton to be an electron-muon pair. Moreover, the isolation and impact parameter
requirements are not applied to the muons of the subleading dilepton, which are also allowed to have the
same or opposite charge sign. Events containing a Z-boson candidate decaying into e+e− or µ+µ− pairs are
removed with a requirement on the mass. This control region is dominated by tt̄ events.

d) Same-sign subleading dilepton. The analysis event selection is applied, but for the subleading dilepton
neither isolation nor impact parameter significance requirements are applied and the leptons are required to
have the same charge sign (SS). This same-sign control region is not dominated by a specific background;
all the reducible backgrounds have a significant contribution.

The expected composition for each control region is shown in Table 3. The uncertainties on the relative
yields between the control regions and the reference control region are introduced in the maximum likelihood
fit as nuisance parameters. The residual contribution from ZZ∗ and the contribution from WZ production,
where–contrary to the Z + jets and tt̄ backgrounds–only one of the leptons in the subleading dilepton is
expected to be a nonisolated backgroundlike muon, are estimated for each control region from simulation.

Table 3: Expected contribution of the ``+ µµ background sources in each of the control regions.

Control region
Background Inverted d0 Inverted isolation eµ+ µµ Same-sign

Zbb̄ 32.8± 0.5% 26.5± 1.2% 0.3± 1.2% 30.6± 0.7%
Z + light-flavor jets 9.2± 1.3% 39.3± 2.6% 0.0± 0.8% 16.9± 1.6%
tt̄ 58.0± 0.9% 34.2± 1.6% 99.7± 1.0% 52.5± 1.1%

In all the control regions, the observable is the mass of the leading dilepton, m12, which peaks at the Z
mass for the resonant (Z+jets) component and has a broad distribution for the nonresonant (tt̄) component.
For the tt̄ component the m12 distribution is modeled by a second-order Chebyshev polynomial, while for
the Z + jets component it is modeled using a convolution of a Breit-Wigner distribution with a Crystal Ball
function. The shape parameters are derived from simulation. In the combined fit, the shape parameters
are constrained to be the same in each of the control regions, and are allowed to fluctuate within the
uncertainties obtained from simulation. The results of the combined fit in the four control regions are shown
in Fig. 4, along with the individual background components, while the event yields in the reference control
region are summarized in Table 4. As a validation of the fit method, the maximum likelihood fit is applied
to the individual control regions yielding estimates compatible to those of the combined fit; these are also
summarized in Table 4.

The estimated yields in the reference control region are extrapolated to the signal region by multiplying
each background component by the probability of satisfying the isolation and impact parameter significance
requirements, estimated from the relevant simulated sample. The systematic uncertainty in these transfer
factors, stemming mostly from the size of the simulated sample, is 6% for Zbb̄, 60% for Z + light-flavor
jets and 16% for tt̄. Furthermore, these simulation-based efficiencies are validated with data using muons
accompanying Z → `` candidates, where the leptons composing the Z boson candidate are required to
satisfy isolation and impact parameter criteria. Events with four leptons, or with an opposite-sign dimuon
with mass less than 5 GeV, are excluded. Based on the data/simulation agreement of the efficiencies in this
control region an additional systematic uncertainty of 1.6% is added. Figure 5 shows the relative difference
between the ID and MS pT measurements for combined muons for a subset of the Z+X control region where
the X represents a single combined muon. The contribution from π/K in-flight decays is clearly visible and
well described by the simulation.

The reducible background estimates in the signal region are given in Table 5, separately for the
√
s =
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Figure 4: The observed m12 distributions (filled circles) and the results of the maximum likelihood fit are presented for the
four control regions: (a) inverted requirement on impact parameter significance, (b) inverted requirement on isolation, (c) eµ
leading dilepton, where the backgrounds besides tt̄ are small and not visible, and (d) same-sign subleading dilepton. The fit
results are shown for the total background (black line) as well as the individual components: Z + jets decomposed into Z + bb̄
(blue line) and Z+light-flavor jets (green line), tt̄ (dashed red line), and the combined WZ and ZZ (dashed gray line), where
the WZ and ZZ contributions are estimated from simulation.
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Table 4: Data-driven `` + µµ background estimates for the
√
s = 7 TeV and

√
s = 8 TeV data, expressed as yields in the

reference control region, for the combined fit and fits to the individual control regions. In the individual control regions only
the total Z+jets contribution can be determined, while the eµ+ µµ control region is only sensitive to the tt̄ background. The
statistical uncertainties are also shown.

Reducible background yields for 4µ and 2e2µ in reference control region

Control region Zbb̄ Z + light-flavor jets Total Z + jets tt̄

Combined fit 159± 20 49± 10 208± 22 210± 12

Inverted impact parameter 206± 18 208± 23
Inverted isolation 210± 21 201± 24
eµ+ µµ – 201± 12
Same-sign dilepton 198± 20 196± 22

7 TeV and 8 TeV data. The uncertainties are separated into statistical and systematic contributions, where
in the latter the transfer factor uncertainty and the fit systematic uncertainties are included.

Table 5: Estimates for the `` + µµ background in the signal region for the full m4` mass range for the
√
s = 7 TeV and√

s = 8 TeV data. The Z+ jets and tt̄ background estimates are data-driven and the WZ contribution is from simulation. The
decomposition of the Z + jets background in terms of the Zbb̄ and the Z + light-flavor-jets contributions is also provided.

Background 4µ 2e2µ√
s = 7 TeV

Z + jets 0.42± 0.21(stat)± 0.08(syst) 0.29± 0.14(stat)± 0.05(syst)
tt̄ 0.081± 0.016(stat)± 0.021(syst) 0.056± 0.011(stat)± 0.015(syst)

WZ expectation 0.08± 0.05 0.19± 0.10

Z + jets decomposition

Zbb̄ 0.36± 0.19(stat)± 0.07(syst) 0.25± 0.13(stat)± 0.05(syst)

Z + light-flavor jets 0.06± 0.08(stat)± 0.04(syst) 0.04± 0.06(stat)± 0.02(syst)
√
s = 8 TeV

Z + jets 3.11± 0.46(stat)± 0.43(syst) 2.58± 0.39(stat)± 0.43(syst)
tt̄ 0.51± 0.03(stat)± 0.09(syst) 0.48± 0.03(stat)± 0.08(syst)

WZ expectation 0.42± 0.07 0.44± 0.06

Z + jets decomposition

Zbb̄ 2.30± 0.26(stat)± 0.14(syst) 2.01± 0.23(stat)± 0.13(syst)

Z + light-flavor jets 0.81± 0.38(stat)± 0.41(syst) 0.57± 0.31(stat)± 0.41(syst)

6.2. ``+ ee background

The background for subleading electron pairs arises from jets misidentified as electrons. The back-
ground is classified into three distinct sources: light-flavor jets (f), photon conversions (γ) and heavy-flavor
semileptonic decays (q). These sources are identified exactly in simulated background events. In addition,
corresponding data control regions are defined which are enriched in events associated with each of these
sources, thus allowing data-driven classification of reconstructed events into matching categories. For the
background estimation, two types of control regions are defined:

• the first, denoted as 3`+X, in which the identification requirements for the lower-pT electron of the
subleading pair are relaxed;

• the second, denoted as ``+XX, which comes in two variants: one in which the identification require-
ments for both electrons of the subleading pair are relaxed, and another in which an inverted selection
is applied to the subleading pair.

In both cases, the leading pair satisfies the complete event selection. The final background estimate is
obtained from the 3`+X region, while the estimates from the ``+XX region are used as cross-checks.
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Figure 5: The distribution of the difference between the transverse momentum measured in the ID and in the MS normalized
to the ID measurement, (pTID

− pTMS
)/pTID

, for combined muons accompanying a Z → `` candidate. The data (filled circles)
are compared to the background simulation (filled histograms) which has the Z+ light-flavor background shown separately to
distinguish the contribution from π/K in-flight decays. The additional muon is selected to be a combined muon with pT> 6
GeV, which fulfills the ∆R requirement for the lepton separation of the analysis and in the case of Z(→ µ+µ−) +µ final state,
the opposite sign pairs are required to have mµ+µ− > 5 GeV to remove J/ψ decays.

The efficiencies needed to extrapolate the different background sources from the control regions into the
signal region are obtained separately for each of the f , γ, q background sources, in pT and η bins, from
simulation. These simulation-based efficiencies are corrected to correspond to the efficiency measured in data
using a third type of control region, denoted as Z+X, enhanced for each X component. The Z+X control
region has a leading lepton pair, compatible with the decay of a Z boson, passing the full event selection
and an additional object (X) that satisfies the relaxed identification for the specific control region to be
extrapolated. The Z +X data sample is significantly larger than the background control data samples. For
all of the methods, the extrapolation from the background control region, 3`+X or ``+XX, to the signal
region cannot be done directly with the efficiencies from the Z + X data control region due to differences
in the fractions of f , γ, q for the X of the two control regions. In the following, the q contribution in the
simulation is increased by a factor of 1.4 to match the data.

6.2.1. Background estimation from 3`+X

This method uses the 3` + X data control region with one loosely identified lepton for normalization.
The control region is then fit using templates derived from simulation to determine the composition in terms
of the three background sources f , γ, q, and these components are extrapolated individually to the signal
region using the efficiency from the Z +X control region.

The background estimation from the 3` + X region uses data that has quadruplets built as for the
full analysis, with the exception that the full selection is applied to only the three highest-pT leptons.
Relaxed requirements are applied to the lowest-pT electron: only a track with a minimum number of silicon
hits which matches a cluster is required and the electron identification and isolation/impact parameter
significance selection criteria are not applied. In addition, the subleading electron pair is required to have
the same sign for both charges (SS) to minimize the contribution from the ZZ∗ background. A residual ZZ∗

component with a magnitude of 5% of the background estimate survives the SS selection, and is subtracted
to get the final estimate.

By requiring only a single electron with relaxed selection, the composition of the control region is sim-
plified when compared with the other `` + XX control regions, and the yields of the different background
components can be extracted with a two-dimensional fit. Two variables, the number of hits in the innermost
layer of the pixel detector (nB-layer

hits ) and the ratio of the number of high-threshold to low-threshold TRT
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Figure 6: The results of a simultaneous fit to (a) nB-layer
hits , the number of hits in the innermost pixel layer, and (b) rTRT,

the ratio of the number of high-threshold to low-threshold TRT hits, for the background components in the 3` + X control
region. The fit is performed separately for the 2µ2e and 4e channels and summed together in the present plots. The data are
represented by the filled circles. The sources of background electrons are denoted as: light-flavor jets faking an electron (f ,
green dashed histogram), photon conversions (γ, blue dashed histogram) and electrons from heavy-flavor quark semileptonic
decays (q, red dashed histogram). The total background is given by the solid blue histogram.

hits (rTRT),4 allow the separation of the f , γ and q components, since most photons convert after the inner-
most pixel layer, and hadrons faking electrons have a lower rTRT compared to conversions and heavy-flavor
electrons. Templates for the fit are taken from the Z +X simulation after applying corrections from data.

The results of the fit are shown in Fig. 6, for the 2µ2e and 4e channels combined. The sPlot method [93]
is used to unfold the contributions from the different background sources as a function of electron pT. The
background estimates for the f , γ and q components in the control region, averaged over the 2µ2e and 4e
channels, are summarized in Table 6.

To extrapolate the f , γ and q components from the 3` + X control region to the signal region, the
efficiency for the different components to satisfy all selection criteria is obtained from the Z+X simulation.
As previously mentioned, the simulation efficiency for each component is corrected by comparing with data
using the Z +X control region with an adjusted selection to enrich it for each specific component. For the
f component, the simulation efficiency is corrected by a factor between 1.6 and 2.5, rising with increasing
pT. The simulation is found to model well the efficiency of the γ component, to within approximately
10%. For the q component, the efficiency is found to be modeled well by simulation, but there is an
additional correction, obtained from simulation, to estimate the number of background opposite-sign (OS)
events from the number of SS events, which is OS/SS ≈ 1.7. The systematic uncertainty is dominated by
these simulation efficiency corrections, corresponding to 30%, 20%, 25% uncertainties for f, γ, q, respectively.
The extrapolation efficiency and signal yields are also given in Table 6. After removing the residual ZZ∗

background (≈ 5%), the final results for the 2µ2e and 4e reducible backgrounds are given in Table 7.

6.2.2. Background estimation from the ``+XX region using the transfer-factor method

The transfer-factor method starts from the ``+XX control region in data with two leptons with inverted
selection requirements. Using the predicted sample composition from simulation, two approaches are taken
to obtain transfer factors: one using the Z+X simulation corrected by data, and the other using the Z+X
data control region that is enriched to obtain a q component matching that of the ``+XX control region.

The ``+XX data control region has relaxed electron likelihood identification on the X pair and requires
each X to fail one selection among the full electron identification, isolation and impact parameter significance
selections, leading to a sample of around 700 events for each of the 2µ+XX and 2e+XX channels. The
inverted selection removes most of the ZZ∗ background from the control region as well as the Higgs signal.
The main challenge is to correctly estimate the extrapolation efficiency, or transfer factor, from the ``+XX

4A large number of hits above a high signal pulse-height threshold is an indication of the presence of transition radiation,
which is more probable for electrons than for pions.
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Table 6: The fit results for the 3` + X control region, the extrapolation factors and the signal region yields for the reducible
``+ ee background. The second column gives the fit yield of each component in the 3`+X control region. The corresponding
extrapolation efficiency and signal region yield are in the next two columns. The background values represent the sum of the
2µ2e and 4e channels. The uncertainties are the combination of the statistical and systematic uncertainties.

2µ2e and 4e Type Fit yield in control region Extrapolation factor Yield in signal region
√
s = 7 TeV data

f 391 ± 29 0.010 ± 0.001 3.9 ± 0.9
γ 19 ± 9 0.10 ± 0.02 2.0 ± 1.0
q 5.1 ± 1.0 0.10 ± 0.03 0.51 ± 0.15√

s = 8 TeV data

f 894 ± 44 0.0034 ± 0.0004 3.1 ± 1.0
γ 48 ± 15 0.024 ± 0.004 1.1 ± 0.6
q 18.3 ± 3.6 0.10 ± 0.02 1.8 ± 0.5

control region to the signal region using the Z+X sample, since the background composition of f , γ and q is
different for the Z+X and ``+XX control regions and each of their extrapolation efficiencies is significantly
different.

In order to aid in the understanding of the control region composition and to improve the uncertainty
on the estimate of the extrapolation to the signal region, each X is assigned to one of two reconstruction
categories: electron-like (E) or fake-like (F), for both data and simulation. For the E category, a selection
is applied to enhance the electron content, and the remaining X fall into the F category. For the ``+XX
control region, the composition of X in terms of the background source is balanced between fakes (f) and
electrons (γ, q) for the E category corresponding to component fractions of 50% f , 20% γ, and 30% q, and
is dominated by fakes for the F category with 92% f , 5% γ and 3% q.

The two approaches taken to estimate the background from the ``+XX data control region differ in the
way they estimate the extrapolation to the signal region with Z +X events. Both approaches separate XX
into the four reconstruction categories: EE, EF, FE and FF. The first approach uses the Z +X simulation
to determine the transfer factors for X in bins of pT and η, where the extrapolation efficiency of each
background component of the `` + XX simulation is combined according to the composition seen in the
`` + XX simulation. In addition, the simulation extrapolation efficiency is corrected to agree with data
as previously described in Sec. 6.2.1. For the background estimate, the transfer factors are applied to the
``+XX data control region, accounting for the inverted selection. The result is corrected by subtracting a
small residual ZZ∗ contribution, and including a WZ contribution that is removed by the inverted selection
on the XX; both are estimated with simulation. The background estimate with the transfer-factor method
is given in Table 7.

The second approach differs in the manner in which the background composition of the Z + X control
region is brought into agreement with the `` + XX control region. The most important difference lies
in the heavy-flavor component fraction, which is three times larger in the `` + XX control region and
has a significantly larger transfer factor than either the f or γ backgrounds. This approach modifies the
composition of the Z + X data control region by requiring a b-jet in each event. By tuning the selection
of a multivariate b-tagger [94], the q and f composition of the Z + X control region can be brought into
agreement with that of the `` + XX control region to the level of 5%–10%, as seen with simulation. The
transfer factors are extracted from the Z +X data control region and applied in bins of pT and η as for the
other approach, and the systematic uncertainty is estimated in part by varying the operating point used
for the multivariate b-tagger. Finally, the WZ contribution is accounted for with simulation, as previously.
The background estimate from the transfer factors based on b-enriched samples is given in Table 7.

6.2.3. Reco-truth unfolding method

A third method uses the ``+XX data control region; however, the two subleading electrons have only the
electron identification relaxed and do not have an inverted selection applied as for the transfer-factor method.
This control region thus contains all backgrounds, including the ZZ∗ background, and the H → ZZ∗ → 4`
signal. The extrapolation to the signal region is performed with the Z + X simulation. This method was
used as the baseline for previous publications [4, 6], but is now superseded by the 3` + X method, which
provides the smallest uncertainties of the data-driven methods. Using the simulation, each of the paired
reconstruction categories (EE, EF, FE and FF) of the ``+XX sample is decomposed into its background
origin components (ee, ff , γγ, qq and the 12 cross combinations), where the e background category is
introduced to contain the isolated electrons from ZZ∗ and H → ZZ∗ → 4`. This 4×16 composition table is
summed with efficiency weights, in bins of pT and η, obtained from the Z+X simulation, which is corrected
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from comparison with data as previously mentioned. To remove the ZZ∗ and H → ZZ∗ → 4` contributions
from this estimate, the background origin category ee is removed from the sum, and an estimated residual
of 1.2± 0.4 ZZ∗ events is subtracted to obtain the final result, which is also given in Table 7.

6.2.4. Summary of reducible background estimates for ``+ ee

The summary of the reducible backgrounds for the `` + ee final states is given for the full mass region
in Table 7. In addition to the previously discussed methods, the results are presented for the full analysis
applied to ``+ ee events in data where the subleading ee pair is required to have the same-sign charge, and
m4` is required to be below 160 GeV to avoid a ZZ contribution; the region with m4` < 160 GeV contains
70% of the expected reducible backgrounds. Although limited in statistical precision, this agrees well with
the other estimates.

Table 7: Summary of the ``+ ee data-driven background estimates for the
√
s = 7 TeV and

√
s = 8 TeV data for the full m4`

mass range. OS (SS) stands for opposite-sign (same-sign) lepton pairs. The “†” symbol indicates the estimates used for the
background normalization; the other estimates are used as cross-checks. The first uncertainty is statistical, while the second is
systematic. The SS data full analysis is limited to the region with m4` below 160 GeV to avoid a ZZ contribution; this region
contains 70% of the expected background.

Method
√
s = 7 TeV data

√
s = 8 TeV data

2µ2e

3`+X† 2.9± 0.5± 0.5 2.9± 0.3± 0.6
``+XX transfer factor 2.2± 0.3± 1.1 2.5± 0.1± 0.9
``+XX transfer factor b-enriched 2.8± 0.5± 0.8 3.2± 0.2± 0.9
``+XX reco-truth 2.8± 0.4± 1.0 2.9± 0.3± 0.3
2µ2e SS data full analysis 1 2

4e

3`+X† 3.3± 0.5± 0.5 2.9± 0.3± 0.5
``+XX transfer factor 2.0± 0.3± 0.9 2.4± 0.1± 0.9
``+XX transfer factor b-enriched 3.4± 0.9± 0.8 2.9± 0.2± 0.8
``+XX reco-truth 2.6± 0.4± 0.9 2.8± 0.3± 0.3
4e SS data full analysis 2 2

6.3. Shape of the reducible background contributions

The m4` distributions of the reducible backgrounds are required for the normalization and shape of
these backgrounds in the mass fit region, discussed below. The shape of the distribution for the `` + µµ
background is taken from simulation and the uncertainty comes from varying the track isolation and impact
parameter significance selections. The corresponding distribution for the ``+ee background comes from the
3`+X sample, after reweighting with the transfer factor to match the kinematics of the signal region. The
uncertainty in the `` + ee background shape is taken as the difference between the shapes obtained from
the control regions of the two other methods: transfer factor and reco–truth. The estimates in the 120 <
m4` < 130 GeV mass window are provided in Table 11. Figure 7 presents the m12 and m34 distributions
for the `` + µµ and `` + ee control regions where the full selection has been applied except for subleading
lepton impact parameter significance and isolation requirements, which are not applied. Good agreement is
seen between the data and the sum of the various background estimates. The shape of the background in
the m4` distribution extrapolated to the signal region can be seen in Fig. 13.

6.4. Background for categories

For the reducible background, the fraction of background in each category is evaluated using simulation.
Applying these fractions to the background estimates from Tables 5 and 7 gives the reducible background
estimates per category shown in Table 8. The systematic uncertainties include the differences observed
between the fractions obtained from simulation and those from the reducible background data control
regions. The expected ZZ∗ background evaluated from simulation for each category is given in Table 12. To
obtain the reducible background in the signal region, the shapes of the m4` distributions for the reducible
backgrounds discussed in Sec. 6.3 are used.
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Figure 7: Invariant mass distributions of the lepton pairs in the control sample defined by a Z boson candidate and an
additional same-flavor lepton pair, including all signal and background contributions, for the

√
s = 7 TeV and

√
s = 8 TeV

data sets. The sample is divided according to the flavor of the additional lepton pair. In (a) and (c) the m12 and m34

distributions are presented for `` + µ+µ− events, where `` is µ+µ− or e+e−. In (b) and (d) the m12 and m34 distributions
are presented for `` + e+e− events. The data are shown as filled circles and the different backgrounds as filled histograms
with the total background systematic uncertainty represented by the hatched areas. The kinematic selection of the analysis is
applied. Isolation and impact parameter significance requirements are applied to the first lepton pair only. The simulation is
normalized to the data-driven background estimates.
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Table 8: Summary of the background estimates for the data recorded at
√
s = 7 TeV and

√
s = 8 TeV for the full m4` mass

range. The quoted uncertainties include the combined statistical and systematic components.

Channel ggF enriched VBF enriched VH-hadronic enriched VH-leptonic enriched√
s = 7 TeV

``+ µµ 0.98± 0.32 0.12± 0.08 0.04± 0.02 0.004± 0.004
``+ ee 5.5± 1.2 0.51± 0.6 0.20± 0.16 0.06± 0.11√

s = 8 TeV

``+ µµ 6.7± 1.4 0.6± 0.6 0.21± 0.13 0.003± 0.003
``+ ee 5.1± 1.4 0.5± 0.6 0.19± 0.15 0.06± 0.11

7. Multivariate Discriminants

The analysis sensitivity is improved by employing three multivariate discriminants to distinguish between
the different classes of four-lepton events: one to separate the Higgs boson signal from the ZZ∗ background
in the inclusive analysis, and two to separate the VBF- and VH-produced Higgs boson signal from the ggF-
produced Higgs boson signal in the VBF enriched and VH-hadronic enriched categories. These discriminants
are based on boosted decision trees (BDT) [95].

7.1. BDT for ZZ∗ background rejection

The differences in the kinematics of the H → ZZ∗ → 4` decay and the ZZ∗ background are incorporated
into a BDT discriminant (BDTZZ∗). The training is done using fully simulated H → ZZ∗ → 4` signal
events, generated with mH =125 GeV for ggF production, and qq →ZZ∗ background events. Only events
satisfying the inclusive event selection requirements and with 115 < m4` < 130 GeV are considered. This
range contains 95% of the signal and is asymmetric around 125 GeV to include the residual effects of FSR
and bremsstrahlung. The discriminating variables used in the training are: the transverse momentum of
the four-lepton system (p4`

T ), the pseudorapidity of the four-lepton system (η4`), correlated to the p4`
T , and

a matrix-element-based kinematic discriminant (DZZ∗). The discriminant DZZ∗ is defined as:

DZZ∗ = ln

(
|Msig|2

|MZZ |2

)
, (1)

where Msig corresponds to the matrix element for the signal process, while MZZ is the matrix element for
the ZZ∗ background process. The matrix elements for both signal and background are computed at leading
order using MadGraph5 [96]. The matrix element for the signal is evaluated according to the SM hypothesis
of a scalar boson with spin-parity JP = 0+ [7] and under the assumption that mH = m4`. Figures 8(a)-
(c) show the distributions of the variables used to train the BDTZZ∗ classifier for the signal and the ZZ∗

background. The separation between a SM Higgs signal and the ZZ∗ background can be seen in Fig. 8(d).
As discussed in Sec. 8, the BDTZZ∗ output is exploited in the two-dimensional model built to measure

the Higgs boson mass, the inclusive signal strength and the signal strength in the ggF enriched category.

7.2. BDT for categorization

For event categorization, two separate BDT classifiers were developed to discriminate against ggF pro-
duction: one for VBF production (BDTVBF) and another for the vector boson hadronic decays of VH
production (BDTVH). In the first case the BDT output is used as an observable together with m4` in a
maximum likelihood fit for the VBF category, while in the latter case the BDT output value is used as a
selection requirement for the event to be classified in the VH-hadronic enriched category, as discussed in Sec.
5.2. In both cases the same five discriminating variables are used. In order of decreasing separation power
between the two production modes, the variables are: a) invariant mass of the dijet system, b) pseudora-
pidity separation between the two jets (|∆ηjj |), c) transverse momentum of each jet, and d) pseudorapidity
of the leading jet. For the training of the BDT discriminant, fully simulated four-lepton Higgs boson signal
events produced through ggF and VBF production and hadronically decaying vector boson events for VH
production are used. The distributions of these variables for BDTVBF are presented in Figs. 9(a)-(e), where
all the expected features of the VBF production of a Higgs boson can be seen: the dijet system has a high
invariant mass and the two jets are emitted in opposite high-|η| regions with a considerable ∆η separation
between them. The jets of ggF events, on the other hand, are more centrally produced and have a smaller
invariant mass and ∆η separation. The separation between VBF and ggF can be seen in the output of
BDTVBF in Fig. 9(f), where the separation between VBF and ZZ∗ is found to be similar. The output
of BDTVBF is unchanged for various mass points around the main training mass of mH = 125 GeV. For
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Figure 8: Distributions for signal (blue) and ZZ∗ background (red) events, showing (a) DZZ∗ output, (b) p4`
T and (c) η4` after

the inclusive analysis selection in the mass range 115 < m4` < 130 GeV used for the training of the BDTZZ∗ classifier. (d)
BDTZZ∗ output distribution for the signal (blue) and ZZ∗ background (red) in the mass range 115 < m4` < 130 GeV. All
histograms are normalized to the same area.
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variables entering the BDTVH discriminant, the invariant mass of the dijet system, which peaks at the Z
mass, exhibits the most important difference between ggF and VH production modes. The other variables
have less separation power. The corresponding separation for BDTVH is shown in Fig. 10. As described in
Sec. 5.2, the VH-hadronic enriched category applies a selection on the BDTVH discriminant (< −0.4) which
optimizes the signal significance.

8. Signal and Background Modeling

8.1. Signal and background modeling for the inclusive analysis

For the measurements of the Higgs boson mass, of its natural width and of the inclusive production rate
relative to the SM expectation (the signal strength denoted as µ) in the H → ZZ∗ → 4` channel, three
different parametrizations of the signal and background were developed as described in Ref. [9], where the
Higgs boson mass measurement is reported. The baseline method is a two-dimensional (2D) fit to m4` and
the BDTZZ∗ output (OBDTZZ∗ ). This method provides the smallest expected uncertainties for both the
mass and inclusive signal strength measurements. The one-dimensional (1D) fit to the m4` distribution that
was used in the previous measurements [4, 6] is used as a cross-check. A third method, using per-event
resolution, is discussed after a description of the 1D and 2D models. The m4` range used in the fit for all of
the methods is 110–140 GeV. A kernel density estimation method [97] uses fully simulated events to obtain
smooth distributions for both the 1D and 2D signal models. These templates are produced using samples
generated at 15 different mH values in the range 115–130 GeV and parametrized as functions of mH using
B-spline interpolation [98]. These simulation samples at different masses are normalized to the expected
SM σ ×B [24] to derive the expected signal yields after acceptance and selection. The probability density
function for the signal in the 2D fit is:

P(m4`, OBDTZZ∗ | mH) = P(m4` | OBDTZZ∗ , mH) P(OBDTZZ∗ | mH)

'

(
4∑

n=1

Pn(m4` | mH)θn(OBDTZZ∗ )

)
P(OBDTZZ∗ | mH)

(2)

where θn defines four equal-sized bins for the value of the BDTZZ∗ output, and Pn represents the 1D
probability density function of the signal in the corresponding BDTZZ∗ bin. The variation of the m4`

shape is negligible within a single BDTZZ∗ bin, so no bias is introduced in the mass measurement. The
background model, Pbkg(m4`, OBDTZZ∗ ), is described using a two-dimensional probability density. For the
ZZ∗ and reducible `` + µµ backgrounds, the two-dimensional probability density distributions are derived
from simulation, where the `` + µµ simulation was shown to agree well with data in the control region.
For the `` + ee background model, the two-dimensional probability density can only be obtained from
data, which is done using the 3` + X data control region weighted with the transfer factor to match the
kinematics of the signal region. Figure 11 shows the probability density in the BDTZZ∗– m4` plane, for
the signal with mH = 125 GeV, the ZZ∗ background from simulation and the reducible background from
the data control region. The visible separation between the signal and the background using the BDTZZ∗

discriminant is exploited in the fit. With respect to the 1D approach, there is an expected reduction of
the statistical uncertainty for the mass and inclusive signal strength measurements, which is estimated from
simulation to be approximately 8% for both measurements. Both the 1D and the 2D models are built using
m4` after applying a Z-mass constraint to m12 during the fit, as described in Sec. 5.1. Figure 12 shows
the m4` distribution for a simulated signal sample with mH = 125 GeV, after applying the correction for
final-state radiation and the Z-mass constraint for the 4µ, 4e and 2e2µ/2µ2e final states. The width of the
reconstructed Higgs boson mass for mH = 125 GeV ranges between 1.6 GeV (4µ final state) and 2.2 GeV
(4e final state) and is expected to be dominated by the experimental resolution since, for mH of about 125
GeV, the natural width in the Standard Model is approximately 4 MeV.

In addition to the 1D and 2D fit methods described above, the signal probability density for m4` is
also modeled on a per-event basis using both the BDTZZ∗ information and the energy resolution of the
individual leptons. This method is referred to as the per-event-resolution model and is used both as a cross-
check for the mass measurement and as the baseline method to set an upper limit on the Higgs boson total
width ΓH , which is discussed elsewhere [9]. The detector-level m4` distribution for the signal is obtained
for each event through the convolution of an analytic description of the single-lepton detector response with
a Breit-Wigner function that describes the Higgs boson mass line shape. The Z-mass constraint is not
applied in this fit because this introduces a correlation between the two leptons of the leading Z which must
be included in their detector response functions. The parametrization of the muon and electron response
function is performed in bins of η and pT of the leptons and consists of the sum of two or three normal
distributions. This parametrization takes into account the tails of the single-lepton responses. A broad
range of cross-checks were performed to validate all the models described above [9].
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Figure 9: Distribution of kinematic variables for signal (VBF events, green) and background (ggF events, blue) events used in
the training of the VBF boosted decision tree: (a) dijet invariant mass, (b) dijet η separation, (c) leading jet pT, (d) subleading
jet pT and (e) leading jet η. (f) Output distributions of BDTVBF for VBF and ggF events as well as for the ZZ∗ background
(red). All histograms are normalized to the same area.
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Figure 10: Final BDTVH discriminant output for the VH-hadronic enriched category for signal (VH events, dark blue) and
background (ggF events, blue) events.

A likelihood function L that depends on mH and µ is constructed using the signal and background
models defined above and is defined as

L(mH , µ,θ) =

year∏
i

final
state∏
j

Poisson(Nij |µ · Sij(mH ,θ) +Bij(θ)) ·
Nij∏
k=1

Fij((m4`, OBDTZZ∗ )k,mH , µ,θ). (3)

This likelihood function corresponds to the product of the Poisson probability of observing Nij events in
the 2011 and 2012 data sets and each of the four final states, given the expectation for the signal Sij
and background Bij , and is multiplied with the product of the values of the probability density Fij , for
(m4`, OBDTZZ∗ )k of all events. Fij is constructed by using both the signal and background probability
density described above. The symbol θ represents the set of nuisance parameters used to model the effect
of the systematic uncertainties described in Sec. 9.

The statistical procedure used to interpret the data is described in Refs. [99, 100] . The confidence
intervals are based on the profile likelihood ratios Λ(α) that depend on one or more parameters of interest
α (i.e. the Higgs boson mass or the signal strength) and on the nuisance parameters θ :

Λ(α) =
L(α,

ˆ̂
θ(α))

L(α̂, θ̂)
. (4)

The likelihood fit to the data is then performed for the parameters of interest;
ˆ̂
θ corresponds to the value

of θ which maximizes L for the specified α, and θ̂ denotes the unconditional maximum likelihood estimate
of the nuisance parameters, i.e. where the likelihood is maximized for both θ and α. In particular, the
profile likelihood ratios Λ(mH) and Λ(µ), used for the Higgs boson mass and the inclusive signal strength
measurements, respectively, are:

Λ(mH) =
L(mH , ˆ̂µ(mH),

ˆ̂
θ(mH))

L(m̂H , µ̂, θ̂)
and Λ(µ) =

L(µ,
ˆ̂
θ(µ))

L(µ̂, θ̂)
, (5)

where the profile likelihood ratio for mH has the signal strength treated as a parameter of interest in the
fit, while that for µ is evaluated for a fixed value of mH .

8.2. Signal and background modeling for the categorized analysis

The model developed for the categorized analysis allows the measurement of the signal strength for the
different production modes. Since no direct tt̄H and bb̄H production is observed, a common signal strength
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Figure 11: Probability density for the signal and the different backgrounds normalized to the expected number of events for the
2011 and 2012 data sets, summing over all the final states: (a) P(m4`,BDTZZ∗ | mH) for the signal assuming mH = 125 GeV,
(b) probability density P(m4`,BDTZZ∗ ) for the ZZ∗ background and (c) P(m4`,BDTZZ∗ ) for the reducible background.
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Figure 12: Invariant mass distribution for a simulated signal sample with mH = 125 GeV; superimposed is the Gaussian fit to
the m4` peak after the correction for final-state radiation and the Z-mass constraint.
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µggF+tt̄H+bb̄H is assigned to gluon fusion, tt̄H and bb̄H production. This simplification is also justified by
the fact that in the SM the two production modes scale with the qq̄H (q = b, t) coupling. Similarly, a
common signal strength µVBF+VH is assigned to the VBF and VH production modes since in the SM they
scale with the WH/ZH gauge couplings.

For the categorized analysis, all of the candidates are grouped into four separate categories to have
better sensitivity to the different production mechanisms, as described in Sec. 5. In the VBF enriched
category, where the BDTVBF discriminant is introduced to separate the ggF-like events from VBF-like
events, the two-dimensional probability density P(m4`,BDTVBF) is constructed by factorizing the BDTVBF

and m4` distributions. This factorization is justified by the negligible dependence of the BDTVBF on m4`

for both signal and background. The BDTVBF dependence on the Higgs boson mass is negligible and is
neglected in the probability density. Adding the BDTVBF in the VBF enriched category reduces the expected
uncertainty on the signal strength of the VBF and VH production mechanisms µVBF+VH by about 25%. The
improvement in the expected uncertainty on µVBF+VH reaches approximately 35% after adding the leptonic
and hadronic VH categories to the model. In these two VH categories, a simple one-dimensional fit to the
m4` observable is performed, since for the VH-hadronic enriched category, a selection on the BDTVH output
is included in the event selection, while for the VH-leptonic enriched category, no BDT is used. Finally,
in the ggF enriched category, the 2D model defined in Eq. (2), including the BDTZZ∗ trained as specified
in Sec. 7.1, is used. These procedures allow a further reduction of the expected uncertainty on µVBF+VH

(µggF+tt̄H+bb̄H) by 6% (8%).

9. Systematic Uncertainties

The uncertainties on the lepton reconstruction and identification efficiency, and on the lepton energy or
momentum resolution and scale, are determined using samples of W , Z and J/ψ decays. The description of
these systematic uncertainties, as well as of the uncertainties associated with the event categorizations, is
separated into three parts. A brief overview of the systematic uncertainties that affect the mass measurement
is given in Sec. 9.1. The description of the systematic uncertainties related to the measurement of the signal
rate and event categorizations is provided in Secs. 9.2 and 9.3, respectively.

9.1. Systematic uncertainties in the mass measurement

For the H → ZZ∗ → 4` decay modes involving electrons, the electron energy scale uncertainty, de-
termined from Z → ee and J/ψ → ee decays, is propagated as a function of the pseudorapidity and the
transverse energy of the electrons. The precision of the energy scale is better than 0.1% for |η| < 1.2 and
1.8 < |η| < 2.47, and a few per mille for 1.2 < |η| < 1.8 [76]. The uncertainties on the measured Higgs boson
mass due to the electron energy scale uncertainties are ±0.04%, ±0.025% and ±0.04% for the 4e, 2e2µ and
2µ2e final states, respectively.

Similarly, for theH → ZZ∗ → 4` decay modes involving muons, the various components of the systematic
uncertainty on the muon momentum scale are determined using large samples of J/ψ → µµ and Z → µµ
decays and validated using Υ → µµ, J/ψ → µµ and Z → µµ decays. In the muon transverse momentum
range of 6–100 GeV, the systematic uncertainties on the scales are about ±0.04% in the barrel region and
reach ±0.2% in the region |η| > 2 [81]. The uncertainties on the measured Higgs boson mass due to the
muon energy scale uncertainties are estimated to be ±0.04%, ±0.015% and ±0.02% for the 4µ, 2e2µ and
2µ2e final states, respectively.

Uncertainties on the measured Higgs boson mass related to the background contamination and final-state
QED radiation modeling are negligible compared to the other sources described above.

The weighted contributions to the uncertainty in the mass measurement, when all the final states are
combined, are ±0.01% for the electron energy scale uncertainty and ±0.03% for the muon momentum scale
uncertainty. The larger impact of the muon momentum scale uncertainty is due to the fact that the muon
final states have a greater weight in the combined mass fit.

9.2. Systematic uncertainties in the inclusive signal strength measurement

The efficiencies to trigger, reconstruct and identify electrons and muons are studied using Z → `` and
J/ψ → `` decays [78–81]. The expected impact from simulation of the associated systematic uncertainties
on the signal yield is presented in Table 9. The impact is presented for the individual final states and for
all channels combined.

The level of agreement between data and simulation for the efficiency of the isolation and impact param-
eter requirements of the analysis is studied using a tag-and-probe method. As a result, a small additional
uncertainty on the isolation and impact parameter selection efficiency is applied for electrons with ET below
15 GeV. The effect of the isolation and impact parameter uncertainties on the signal strength is given in
Table 9. The corresponding uncertainty for muons is found to be negligible.
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The uncertainties on the data-driven estimates of the background yields are are discussed in Sec. 6 and
are summarized in Tables 5 and 7, and their impact on the signal strength is given in Table 9.

The overall uncertainty on the integrated luminosity for the complete 2011 data set is ±1.8% [101]. The
uncertainty on the integrated luminosity for the 2012 data set is ±2.8%; this uncertainty is derived following
the methodology used for the 2011 data set, from a preliminary calibration of the luminosity scale with
beam-separation scans performed in November 2012.

The theory-related systematic uncertainty for both the signal and the ZZ∗ background is discussed in
Sec. 3. The three most important theoretical uncertainties, which dominate the signal strength uncertainty,
are given in Table 9. Uncertainties on the predicted Higgs boson pT spectrum due to those on the PDFs
and higher-order corrections are estimated to affect the signal strength by less than ±1%. The systematic
uncertainty of the ZZ∗ background rate is around ±4% for m4` = 125 GeV and increases for higher mass,
averaging to around ±6% for the ZZ∗ production above 110 GeV.

Table 9: The expected impact of the systematic uncertainties on the signal yield, derived from simulation, for mH = 125 GeV,
are summarized for each of the four final states for the combined 4.5 fb−1 at

√
s = 7 TeV and 20.3 fb−1 at

√
s = 8 TeV. The

symbol “–” signifies that the systematic uncertainty does not contribute to a particular final state. The last three systematic
uncertainties apply equally to all final states. All uncertainties have been symmetrized.

Source of uncertainty 4µ 2e2µ 2µ2e 4e combined

Electron reconstruction and identification efficiencies – 1.7% 3.3% 4.4% 1.6%
Electron isolation and impact parameter selection – 0.07% 1.1% 1.2% 0.5%
Electron trigger efficiency – 0.21% 0.05% 0.21% <0.2%
``+ ee backgrounds – – 3.4% 3.4% 1.3%

Muon reconstruction and identification efficiencies 1.9% 1.1% 0.8% – 1.5%
Muon trigger efficiency 0.6% 0.03% 0.6% – 0.2%
``+ µµ backgrounds 1.6% 1.6% – – 1.2%

QCD scale uncertainty 6.5%
PDF, αs uncertainty 6.0%
H → ZZ∗ branching ratio uncertainty 4.0%

9.3. Systematic uncertainties in the event categorization

The systematic uncertainties on the expected yields (as in Table 2) from different processes contributing
to the VBF enriched, VH-hadronic enriched, VH-leptonic enriched and ggF enriched categories are reported
in Table 10, expressed as the fractional uncertainties on the yields. The uncertainties on the theoretical
predictions for the cross sections for the different processes arise mainly from the requirement on the jet
multiplicity used in the event categorization [102, 103]. Because of event migrations, this also affects the
VH-leptonic enriched and ggF enriched categories, where no explicit requirement on jets is applied. The
uncertainty accounting for a potential mismodeling of the underlying event is conservatively estimated with
Z → µµ simulated events by applying the selection for the VBF enriched (or VH-hadronic enriched) category
and taking the difference of the efficiencies with and without multiparton interactions.

The main experimental uncertainty is related to the jet energy scale determination, including the uncer-
tainties associated with the modeling of the absolute and relative in situ jet calibrations, as well as the flavor
composition of the jet sample. The impact on the yields of the various categories is anticorrelated because
a variation of the jet energy scale results primarily in the migration of events among the categories. The
impact of the jet energy scale uncertainty results in an uncertainty of about ±10% for the VBF enriched
category, ±8% for the VH-hadronic enriched category, ±1.5% for the VH-leptonic enriched category and
±1.5% for the ggF enriched category.

The uncertainty on the jet energy resolution is also taken into account, even though its impact is small
compared to that of the jet energy scale uncertainty, as reported in Table 10. Finally, the uncertainties
associated with the additional leptons in the VH-leptonic enriched category are the same as already described
in Sec. 9.2 for the four leptons of the Higgs boson decay.
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Table 10: Systematic uncertainties on the yields expected from various processes contributing to the VBF enriched, VH-
leptonic enriched, VH-hadronic enriched and ggF enriched categories expressed as percentages of the yield. The various
uncertainties are added in quadrature. Uncertainties that are negligible are denoted by a “−”. All uncertainties have been
symmetrized.

Process gg → H, qq̄/gg → bb̄H/tt̄H qq′ → Hqq′ qq̄ →W/ZH ZZ∗

VBF enriched category

Theoretical cross section 20.4% 4% 4% 8%
Underlying event 6.6% 1.4% – –
Jet energy scale 9.6% 4.8% 7.8% 9.6%
Jet energy resolution 0.9% 0.2% 1.0% 1.4%
Total 23.5% 6.4% 8.8% 12.6%

VH-hadronic enriched category

Theoretical cross section 20.4% 4% 4% 2%
Underlying event 7.5% 3.1% – –
Jet energy scale 9.4% 9.3% 3.7% 12.6%
Jet energy resolution 1.0% 1.7% 0.6% 1.8%
Total 23.7% 10.7% 5.5% 12.9%

VH-leptonic enriched category

Theoretical cross section 12% 4% 4% 5%
Leptonic VH-specific cuts 1% 1% 5% –
Jet energy scale 8.8% 9.9% 1.7% 3.2%
Total 14.9% 10.7% 6.6% 5.9%

ggF enriched category

Theoretical cross section 12% 4% 4% 4%
Jet energy scale 2.2% 6.6% 4.0% 1.0%
Total 12.2% 7.7% 5.7% 4.1%
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10. Results

10.1. Results of the inclusive analysis

As described in Sec. 5.1, the inclusive selection is used to measure the Higgs boson mass. In addition, the
inclusive signal strength measurement, described below, allows a direct comparison with the predicted total
production cross section times branching ratio of the Standard Model Higgs boson at the measured mass.
This inclusive analysis is the same as that used for the combined mass measurement [9]; in the following
more details and new comparisons of the data and expectations are provided in view of the inclusive mass
and signal strength measurements.

10.1.1. Signal and background yields

The number of observed candidate events for each of the four decay channels in a mass window of 120–130
GeV and the signal and background expectations are presented in Table 11. The signal and ZZ∗ background
expectations are normalized to the SM expectation while the reducible background is normalized to the data-
driven estimate described in Sec. 6. Three events in the mass range 120 < m4` < 130 GeV are corrected
for FSR: one 4µ event and one 2µ2e are corrected for noncollinear FSR, and one 2µ2e event is corrected for
collinear FSR. In the full mass spectrum, there are 8 (2) events corrected for collinear (noncollinear) FSR,
in good agreement with the expected number of 11 events.

The expected m4` distribution for the backgrounds and the signal hypothesis are compared with the
combined

√
s = 7 TeV and

√
s = 8 TeV data in Fig. 13(a) for the m4` range 80–170 GeV, and in Fig. 13(b)

for the invariant mass range 80–600 GeV. In Fig. 13 one observes the single Z → 4` resonance [104, 105],
the threshold of the ZZ production above 180 GeV and a narrow peak around 125 GeV. Figure 14 shows
the distribution of the m12 versus m34 invariant masses, as well as their projections, for the candidates
with m4` within 120–130 GeV. The Z-mass constrained kinematic fit is not applied for these distributions.
The Higgs signal is shown for mH = 125 GeV with a value of µ = 1.51, corresponding to the combined µ
measurement for the H → ZZ∗ → 4` final state, discussed below in Sec. 10.2, scaled to this mass by the
expected variation in the SM Higgs boson cross section times branching ratio.

The distribution of the BDTZZ∗ output versus m4` is shown in Fig. 15(a) for the reconstructed candidates
with m4` within the fitted mass range 110–140 GeV. An excess of events with high-BDTZZ∗ output is
present for values of m4` close to 125 GeV, compatible with the Higgs signal hypothesis at that mass.
The compatibility of the data with the expectations shown in Fig. 15(a) is checked using pseudoexperiments
generated according to the expected two-dimensional distribution and good agreement is found. Figure 15(b)
shows the distribution of the BDTZZ∗ output for the candidates in the m4` range 120–130 GeV compared
with signal and background expectations. In Fig. 15(c) the distribution of the invariant mass of the four
leptons is presented for candidates satisfying the requirement that the value of the BDTZZ∗ output be
greater than zero, which maximizes the expected significance for a SM Higgs boson with a mass of about
125 GeV.

The local p0-value of the observed signal, representing the significance of the excess relative to the
background-only hypothesis, is obtained with the asymptotic approximation [100] using the 2D fit without
any selection on BDTZZ∗ and is shown as a function of mH in Fig. 16. The local p0-value at the measured
mass for this channel, 124.51 GeV (see below), is 8.2 standard deviations. At the value of the Higgs boson
mass, mH = 125.36 GeV, obtained from the combination of the H → ZZ∗ → 4` and H → γγ mass
measurements [9], the local p0-value decreases to 8.1 standard deviations. The expected significance at
these two masses is 5.8 and 6.2 standard deviations, respectively.

10.1.2. Mass and inclusive signal strength

The models described in Sec. 8.1 are used to perform the inclusive mass and signal strength measurements.
The measured Higgs boson mass obtained with the baseline 2D method is mH = 124.51 ± 0.52 GeV. The
signal strength at this value for mH is µ = 1.66 +0.39

−0.34 (stat) +0.21
−0.14 (syst). The other methods of Sec. 8.1,

1D and per-event resolution, yield similar results for the Higgs boson mass [9]. Figure 17(a) shows the best
fit values of µ and mH as well as the profile likelihood ratio contours in the (mH ,µ) plane corresponding
to the 68% and 95% confidence level intervals. Finally, the best fit value for mH obtained using the model
developed for the categorized analysis, described in Sec. 8.2, is within 90 MeV of the value found with the
inclusive 2D method.

At the combined ATLAS measured value of the Higgs boson mass, mH = 125.36 GeV, the signal strength
is found to be µ = 1.50 +0.35

−0.31 (stat) +0.19
−0.13 (syst). The scan of the profile likelihood, −2 ln Λ(µ), as a function

of the inclusive signal strength µ for each one of the four channels separately, as well as for their combination,
is shown in Fig. 17(b).
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Table 11: The number of events expected and observed for a mH=125 GeV hypothesis for the four-lepton final states in a
window of 120 < m4` < 130 GeV. The second column shows the number of expected signal events for the full mass range,
without a selection on m4`. The other columns show for the 120–130 GeV mass range the number of expected signal events,
the number of expected ZZ∗ and reducible background events, and the signal-to-background ratio (S/B), together with the
number of observed events, for 4.5 fb−1 at

√
s = 7 TeV and 20.3 fb−1 at

√
s = 8 TeV as well as for the combined sample.

Final state Signal Signal ZZ∗ Z + jets, tt̄ S/B Expected Observed
full mass range √

s = 7 TeV

4µ 1.00 ± 0.10 0.91 ± 0.09 0.46 ± 0.02 0.10 ± 0.04 1.7 1.47 ± 0.10 2
2e2µ 0.66 ± 0.06 0.58 ± 0.06 0.32 ± 0.02 0.09 ± 0.03 1.5 0.99 ± 0.07 2
2µ2e 0.50 ± 0.05 0.44 ± 0.04 0.21 ± 0.01 0.36 ± 0.08 0.8 1.01 ± 0.09 1
4e 0.46 ± 0.05 0.39 ± 0.04 0.19 ± 0.01 0.40 ± 0.09 0.7 0.98 ± 0.10 1

Total 2.62 ± 0.26 2.32 ± 0.23 1.17 ± 0.06 0.96 ± 0.18 1.1 4.45 ± 0.30 6√
s = 8 TeV

4µ 5.80 ± 0.57 5.28 ± 0.52 2.36 ± 0.12 0.69 ± 0.13 1.7 8.33 ± 0.6 12
2e2µ 3.92 ± 0.39 3.45 ± 0.34 1.67 ± 0.08 0.60 ± 0.10 1.5 5.72 ± 0.37 7
2µ2e 3.06 ± 0.31 2.71 ± 0.28 1.17 ± 0.07 0.36 ± 0.08 1.8 4.23 ± 0.30 5
4e 2.79 ± 0.29 2.38 ± 0.25 1.03 ± 0.07 0.35 ± 0.07 1.7 3.77 ± 0.27 7

Total 15.6 ± 1.6 13.8 ± 1.4 6.24 ± 0.34 2.00 ± 0.28 1.7 22.1 ± 1.5 31√
s = 7 TeV and

√
s = 8 TeV

4µ 6.80 ± 0.67 6.20 ± 0.61 2.82 ± 0.14 0.79 ± 0.13 1.7 9.81 ± 0.64 14
2e2µ 4.58 ± 0.45 4.04 ± 0.40 1.99 ± 0.10 0.69 ± 0.11 1.5 6.72 ± 0.42 9
2µ2e 3.56 ± 0.36 3.15 ± 0.32 1.38 ± 0.08 0.72 ± 0.12 1.5 5.24 ± 0.35 6
4e 3.25 ± 0.34 2.77 ± 0.29 1.22 ± 0.08 0.76 ± 0.11 1.4 4.75 ± 0.32 8

Total 18.2 ± 1.8 16.2 ± 1.6 7.41 ± 0.40 2.95 ± 0.33 1.6 26.5 ± 1.7 37
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Figure 13: The distribution of the four-lepton invariant mass, m4`, for the selected candidates (filled circles) compared to the
expected signal and background contributions (filled histograms) for the combined

√
s = 7 TeV and

√
s = 8 TeV data for the

mass ranges: (a) 80–170 GeV, and (b) 80–600 GeV. The signal expectation shown is for a mass hypothesis of mH = 125 GeV
and normalized to µ = 1.51 (see text). The expected backgrounds are shown separately for the ZZ∗ (red histogram), and
the reducible Z + jets and tt̄ backgrounds (violet histogram); the systematic uncertainty associated to the total background
contribution is represented by the hatched areas.
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Figure 14: Distributions of data (filled circles) and the expected signal and backgrounds events in (a) the m34 – m12 plane with
the requirement of m4` in 120–130 GeV. The projected distributions for (b) m12 and (c) m34 are shown for m4` in 110–140 GeV,
the fit range. The signal contribution is shown for mH = 125 GeV and normalized to µ = 1.51 (see text) as blue histograms in
(b) and (c). The expected background contributions, ZZ∗ (red histogram) and Z+ jets plus tt̄ (violet histogram), are shown
in (b) and (c); the systematic uncertainty associated to the total background contribution is represented by the hatched areas.
The expected distributions of the Higgs signal (blue) and total background (red) are superimposed in (a), where the box size
(signal) and color shading (background) represent the relative density. In every case, the combination of the 7 TeV and 8 TeV
results is shown.
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Figure 15: Distributions of data (filled circles) and the expected signal and background events in (a) the BDTZZ∗ – m4` plane,
(b) BDTZZ∗ with the restriction 120 < m4` < 130 GeV, and (c) m4` with the additional requirement that the BDTZZ∗ be
positive. The expected Higgs signal contribution is shown for mH = 125 GeV and normalized to µ = 1.51 (see text) as blue
histograms in (b) and (c). The expected background contributions, ZZ∗ (red histogram) and Z+jets plus tt̄ (violet histogram),
are shown in (b) and (c); the systematic uncertainty associated to the total background contribution is represented by the
hatched areas. The expected distributions of the Higgs signal (blue) and total background (red) are superimposed in (a), where
the box size (signal) and color shading (background) represent the relative density. In every case, the combination of the 7
TeV and 8 TeV results is shown.
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10.2. Coupling studies

The numbers of expected and observed events in each of the categories described in Sec. 5.2 are summa-
rized in Table 12. The expected yield in each enriched category is given for each of the production modes,
where the ggF, bb̄H and tt̄H yields are combined. The expected and observed numbers of events are given
for two m4` mass ranges: 120–130 GeV and above 110 GeV. Three of the VBF candidates are found in
the mass region 120–130 GeV with invariant masses of 123.2 GeV, 123.4 GeV and 125.7 GeV. Only one
VBF candidate has a BDTVBF output above zero: m4` =123.4 GeV and a BDTVBF output value of 0.7.
In this mass window, the expected number of VBF candidates with BDTVBF output above zero is 1.26 ±
0.15, where half of this is expected to be from a true VBF signal, about 35% from ggF production and the
rest is mostly from ZZ∗ and reducible backgrounds. The distributions of m4` and the BDTVBF output for
the VBF enriched category in the full mass range and in the fit range of 110–140 GeV are shown in Fig.
18. The signal purity, defined as S/(S + B), as a function of the BDTVBF output is shown in Fig. 19 for
Higgs events relative to the backgrounds and for VBF events relative to the other Higgs boson production
mechanisms for 110 < m4` < 140 GeV. There is no VH candidate in the 120–130 GeV mass range for either
the hadronic or leptonic categories. For the full mass range above 110 GeV all categories are dominated
by ZZ∗ background, and the observed number of events agrees well with the expectation as can be seen in
Table 12.

Table 12: Expected and observed yields in the VBF enriched, VH-hadronic enriched, VH-leptonic enriched and ggF enriched
categories. The yields are given for the different production modes and the ZZ∗ and reducible background for 4.6 fb−1 at√
s = 7 TeV and 20.3 fb−1 at

√
s = 8 TeV. The estimates are given for both the m4` mass range 120–130 GeV and the mass

range above 110 GeV.

Enriched Signal Background Total Observed
category ggF + bb̄H + tt̄H VBF VH-hadronic VH-leptonic ZZ∗ Z + jets, tt̄ expected

120 <m4` < 130 GeV

VBF 1.18 ± 0.37 0.75 ± 0.04 0.083 ± 0.006 0.013 ± 0.001 0.17 ± 0.03 0.25 ± 0.14 2.4 ± 0.4 3
(BDTVBF > 0) 0.48 ± 0.15 0.62 ± 0.04 0.023 ± 0.002 0.004 ± 0.001 0.06 ± 0.01 0.10 ± 0.05 1.26 ± 0.15 1

VH-hadronic 0.40 ± 0.12 0.034 ± 0.004 0.20 ± 0.01 0.009 ± 0.001 0.09 ± 0.01 0.09 ± 0.04 0.80 ± 0.12 0
VH-leptonic 0.013 ± 0.002 < 0.001 < 0.001 0.069 ± 0.004 0.015 ± 0.002 0.016 ± 0.019 0.11 ± 0.02 0

ggF 12.8 ± 1.3 0.57 ± 0.02 0.24 ± 0.01 0.11 ± 0.01 7.1 ± 0.2 2.7 ± 0.4 23.5 ± 1.4 34

m4` > 110 GeV

VBF 1.4 ± 0.4 0.82 ± 0.05 0.092 ± 0.007 0.022 ± 0.002 20 ± 4 1.6 ± 0.9 24. ± 4. 32
(BDTVBF > 0) 0.54 ± 0.17 0.68 ± 0.04 0.025 ± 0.002 0.007 ± 0.001 8.2 ± 1.6 0.6 ± 0.3 10.0 ± 1.6 12

VH-hadronic 0.46 ± 0.14 0.038 ± 0.004 0.23 ± 0.01 0.015 ± 0.001 9.0 ± 1.2 0.6 ± 0.2 10.3 ± 1.2 13
VH-leptonic 0.026 ± 0.004 < 0.002 < 0.002 0.15 ± 0.01 0.63 ± 0.04 0.11 ± 0.14 0.92 ± 0.16 1

ggF 14.1 ± 1.5 0.63 ± 0.02 0.27 ± 0.01 0.17 ± 0.01 351. ± 20 16.6 ± 2.2 383. ± 20 420

In the following, measurements of the production strengths and couplings are discussed. They are all
evaluated assuming the ATLAS combined mass mH = 125.36 GeV. The measurement of a global signal
strength factor, discussed in Sec. 10.1, can be extended to a measurement of the signal strength factors for
specific production modes.

The production mechanisms are grouped into the “fermionic” and the “bosonic” ones. The former
consists of ggF, bb̄H and tt̄H, while the latter includes the VBF and VH modes. In Fig. 20(a) the best fit
value for µggF+bb̄H+tt̄H×B/BSM versus µVBF+VH×B/BSM is presented. The factor B/BSM, the scale factor
of the branching ratio with respect to the SM value, is included since with a single channel analysis the
source of potential deviations from the SM expectation cannot be resolved between production and decay.
The profile likelihood ratio contours that correspond to the 68% and 95% confidence levels are also shown.
The measured values for µggF+bb̄H+tt̄H ×B/BSM and µVBF+VH ×B/BSM are respectively:

µggF+bb̄H+tt̄H ×B/BSM = 1.66 +0.45
−0.41 (stat)

+0.25
−0.15 (syst)

µVBF+VH ×B/BSM = 0.26 +1.60
−0.91 (stat)

+0.36
−0.23 (syst).

(6)

The rounded results, with statistical and systematic uncertainties combined, are: µggF+bb̄H+tt̄H×B/BSM =1.7
+0.5
−0.4 and µVBF+VH ×B/BSM =0.3 +1.6

−0.9.
The fit to the categories can be constrained to extract a single overall signal strength for the H →

ZZ∗ → 4` final state. This combined µ × B/BSM is 1.44 +0.34
−0.31 (stat) +0.21

−0.11 (syst). The ambiguity between
production and decay is removed in Fig. 20(b), where the ratio µVBF+VH/µggF+bb̄H+tt̄H is presented. The

measured value of this ratio is 0.2+1.2
−0.5.

Following the approach and benchmarks recommended by the LHC Higgs Cross Section Working Group [103],
measurements of couplings are implemented using a leading-order tree-level-motivated framework. This
framework is based on the following assumptions: a) the central value of the ATLAS combined mass mea-
surement of mH = 125.36 GeV is assumed; b) the width of the Higgs boson is narrow, justifying the use of

33



the zero-width approximation; and c) only modifications of coupling strengths are considered, while the SM
tensor structure is assumed, implying that the observed state is a CP-even scalar. The zero-width approxi-
mation allows the signal cross section to be decomposed in the following way: σ ·B (i→ H → f) = σi ·Γf/ΓH
where σi is the production cross section through the initial state i, B and Γf are the branching ratio and
partial decay width into the final state f , respectively, and ΓH the total width of the Higgs boson. This
approach introduces scale factors applied to the Higgs boson coupling, κj , for particle j, which correspond
to deviations from the SM Higgs coupling. For example, ggF production of the ZZ∗ final state can be
represented as σ ·B (gg → H → ZZ∗) = σSM(gg → H) ·BSM(H → ZZ∗) · (κ2

g · κ2
Z)/κ2

H , where κg, κZ , and
κH are the scale factors for the Higgs couplings to g and Z, and a scale factor for the total Higgs width,
respectively. Results are extracted from fits to the data using the profile likelihood ratio Λ(~κ). In the fit, the
κj are treated either as parameters of interest or as nuisance parameters, depending on the measurement.

One benchmark model, which simplifies the measurement of possible deviations, groups the κj for the
electroweak vector bosons into a single scale factor, κV, and defines another coupling scale factor for all
fermions, κF. The photon- and gluon-loop couplings are derived from the tree-level couplings to the massive
gauge bosons and fermions, and it is assumed there is no non-SM contribution to the total decay width.
The likelihood contours in the κV–κF plane are shown in Fig. 21(a). Since κV and κF are related as
κF = κV × µggF+bb̄H+tt̄H/µVBF+VH, κF remains unbounded in Fig. 21(a) because the present measurement
of µVBF+VH/µggF+bb̄H+tt̄H cannot exclude the value of zero, as can be seen in Fig. 20(b). The compatibility
with the SM expectation is 30%. In Fig. 21(b) the likelihood scan as a function of the ratio of fermion to
vector-boson coupling scale factors, λFV = κF/κV, is presented in the same benchmark model but where no
assumption on the total decay width is made; the branching ratio of the Higgs boson to a pair of Z bosons
cancels in the ratio. The value λFV = 0 is disfavored at the 4σ level.
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Figure 18: Distributions of the selected events and expected signal and background yields for the VBF enriched category for
(a) m4` and (b) the BDTVBF output in the full mass range, and for (c) m4` and (d) the BDTVBF output in the fit mass range
110 < m4` < 140 GeV. The expected Higgs signal contributions, assuming mH = 125 GeV, from the ggF (blue histogram),
VBF (green histogram) and VH (dark-blue histogram) production modes are included. The expected background contributions,
ZZ∗ (red histogram) and Z + jets plus tt̄ (violet histogram), are also shown; the systematic uncertainty associated to the total
background contribution is represented by the hatched areas. In every case, the combination of the 7 TeV and 8 TeV results is
shown.
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Figure 20: (a) Likelihood contours in the (µggF+bb̄H+tt̄H , µVBF+VH) plane including the branching ratio factor B/BSM. Only
the part of the plane where the expected number of signal events in each category is positive is considered. The best fit to
the data (open cross) and the 68% CL (solid line) and 95% CL (dashed line) contours are also indicated, as well as the SM
expectation (solid red +). (b) Results of a likelihood scan for µVBF+VH/µggF+bb̄H+tt̄H .
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11. Summary

The final Run I measurements of the Higgs boson production and couplings in the decay channel H →
ZZ∗ → `+`−`

′+`
′− are presented. These measurements were performed using pp collision data corresponding

to integrated luminosities of 4.5 fb−1 and 20.3 fb−1 at
√
s = 7 TeV and

√
s = 8 TeV, respectively, recorded

with the ATLAS detector at the LHC. The signal and background simulation, the electron and muon
reconstruction and identification, the event selection and the reducible background estimations are discussed
in detail. The analysis was performed both inclusively and with events separated into categories for VBF,
VH and ggF production modes. Three multivariate discriminants are employed to improve the separation
of the Higgs signal from the ZZ∗ background, to separate VBF from ggF Higgs boson production using jet
kinematics, and to distinguish hadronic decays of W and Z produced in association with a Higgs from ggF
production.

For the inclusive analysis, in the mH range 120–130 GeV, 37 events are observed while 26.5 ± 1.7 events
are expected, decomposed as 16.2 ± 1.6 events for a SM Higgs signal with mH = 125 GeV, 7.4 ± 0.4 ZZ∗

background events and 2.9 ± 0.3 reducible background events. This excess corresponds to a H → ZZ∗ → 4`
signal observed (expected) with a significance of 8.1 (6.2) standard deviations at the combined ATLAS
measurement of the Higgs boson mass, mH = 125.36 GeV [9].

For the VBF category, one event is seen with a high multivariate discriminant value and a mass of
123.4 GeV. No VH candidate is found in the mH range 120–130 GeV with the W or Z decaying either
hadronically or leptonically. The gluon fusion signal strength is found to be 1.66 +0.45

−0.41 (stat) +0.25
−0.15 (syst)

and the signal strength for vector-boson fusion is found to be 0.26 +1.60
−0.91 (stat) +0.36

−0.23 (syst). At the combined
ATLAS measurement of the Higgs boson mass, mH = 125.36 GeV, the measured combined production rate
relative to the SM expectation is µ = 1.44 +0.34

−0.31 (stat) +0.21
−0.11 (syst). This measurement is based on a fit

to the categories assuming a single overall signal strength. The ratio µVBF+VH/µggF+bb̄H+tt̄H , which is

independent of the H → ZZ∗ → 4` branching ratio, is found to be 0.2+1.2
−0.5. Finally, the observed event

yields in the categories are used to quantify the compatibility with the SM predictions in terms of the Higgs
coupling scale factor for weak vector bosons (κV) and fermions (κF); they are found to agree with the SM
expectations.

The coupling measurements presented here for the Higgs boson decay to four leptons supersede those of
the previous ATLAS study [6] and are improved with respect to the earlier results.
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N. Asbah42, A. Ashkenazi155, B. Åsman148a,148b, L. Asquith6, K. Assamagan25, R. Astalos146a,
M. Atkinson167, N.B. Atlay143, B. Auerbach6, K. Augsten128, M. Aurousseau147b, G. Avolio30,
G. Azuelos95,e, Y. Azuma157, M.A. Baak30, A.E. Baas58a, C. Bacci136a,136b, H. Bachacou138, K. Bachas156,
M. Backes30, M. Backhaus30, J. Backus Mayes145, E. Badescu26a, P. Bagiacchi134a,134b,
P. Bagnaia134a,134b, Y. Bai33a, T. Bain35, J.T. Baines131, O.K. Baker178, P. Balek129, F. Balli138,
E. Banas39, Sw. Banerjee175, A.A.E. Bannoura177, V. Bansal171, H.S. Bansil18, L. Barak174,
S.P. Baranov96, E.L. Barberio88, D. Barberis50a,50b, M. Barbero85, T. Barillari101, M. Barisonzi177,
T. Barklow145, N. Barlow28, B.M. Barnett131, R.M. Barnett15, Z. Barnovska5, A. Baroncelli136a,
G. Barone49, A.J. Barr120, F. Barreiro82, J. Barreiro Guimarães da Costa57, R. Bartoldus145,
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S. Hageböck21, Z. Hajduk39, H. Hakobyan179, M. Haleem42, D. Hall120, G. Halladjian90, K. Hamacher177,
P. Hamal115, K. Hamano171, M. Hamer54, A. Hamilton147a, S. Hamilton163, G.N. Hamity147c,
P.G. Hamnett42, L. Han33b, K. Hanagaki118, K. Hanawa157, M. Hance15, P. Hanke58a, R. Hanna138,
J.B. Hansen36, J.D. Hansen36, P.H. Hansen36, K. Hara162, A.S. Hard175, T. Harenberg177, F. Hariri117,
S. Harkusha92, D. Harper89, R.D. Harrington46, O.M. Harris140, P.F. Harrison172, F. Hartjes107,
M. Hasegawa67, S. Hasegawa103, Y. Hasegawa142, A. Hasib113, S. Hassani138, S. Haug17, M. Hauschild30,
R. Hauser90, M. Havranek127, C.M. Hawkes18, R.J. Hawkings30, A.D. Hawkins81, T. Hayashi162,
D. Hayden90, C.P. Hays120, H.S. Hayward74, S.J. Haywood131, S.J. Head18, T. Heck83, V. Hedberg81,
L. Heelan8, S. Heim122, T. Heim177, B. Heinemann15, L. Heinrich110, J. Hejbal127, L. Helary22,
C. Heller100, M. Heller30, S. Hellman148a,148b, D. Hellmich21, C. Helsens30, J. Henderson120,
R.C.W. Henderson72, Y. Heng175, C. Hengler42, A. Henrichs178, A.M. Henriques Correia30,
S. Henrot-Versille117, G.H. Herbert16, Y. Hernández Jiménez169, R. Herrberg-Schubert16, G. Herten48,
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R. Ströhmer176, D.M. Strom116, R. Stroynowski40, A. Strubig106, S.A. Stucci17, B. Stugu14, N.A. Styles42,
D. Su145, J. Su125, R. Subramaniam79, A. Succurro12, Y. Sugaya118, C. Suhr108, M. Suk128, V.V. Sulin96,
S. Sultansoy4d, T. Sumida68, S. Sun57, X. Sun33a, J.E. Sundermann48, K. Suruliz141, G. Susinno37a,37b,
M.R. Sutton151, Y. Suzuki66, M. Svatos127, S. Swedish170, M. Swiatlowski145, I. Sykora146a, T. Sykora129,
D. Ta90, C. Taccini136a,136b, K. Tackmann42, J. Taenzer160, A. Taffard165, R. Tafirout161a, N. Taiblum155,
H. Takai25, R. Takashima69, H. Takeda67, T. Takeshita142, Y. Takubo66, M. Talby85, A.A. Talyshev109,c,
J.Y.C. Tam176, K.G. Tan88, J. Tanaka157, R. Tanaka117, S. Tanaka133, S. Tanaka66, A.J. Tanasijczuk144,
B.B. Tannenwald111, N. Tannoury21, S. Tapprogge83, S. Tarem154, F. Tarrade29, G.F. Tartarelli91a,
P. Tas129, M. Tasevsky127, T. Tashiro68, E. Tassi37a,37b, A. Tavares Delgado126a,126b, Y. Tayalati137d,
F.E. Taylor94, G.N. Taylor88, W. Taylor161b, F.A. Teischinger30, M. Teixeira Dias Castanheira76,
P. Teixeira-Dias77, K.K. Temming48, H. Ten Kate30, P.K. Teng153, J.J. Teoh118, S. Terada66,
K. Terashi157, J. Terron82, S. Terzo101, M. Testa47, R.J. Teuscher160,j , J. Therhaag21,
T. Theveneaux-Pelzer34, J.P. Thomas18, J. Thomas-Wilsker77, E.N. Thompson35, P.D. Thompson18,
P.D. Thompson160, R.J. Thompson84, A.S. Thompson53, L.A. Thomsen36, E. Thomson122, M. Thomson28,
W.M. Thong88, R.P. Thun89,∗, F. Tian35, M.J. Tibbetts15, V.O. Tikhomirov96,af , Yu.A. Tikhonov109,c,
S. Timoshenko98, E. Tiouchichine85, P. Tipton178, S. Tisserant85, T. Todorov5, S. Todorova-Nova129,
B. Toggerson7, J. Tojo70, S. Tokár146a, K. Tokushuku66, K. Tollefson90, E. Tolley57, L. Tomlinson84,
M. Tomoto103, L. Tompkins31, K. Toms105, N.D. Topilin65, E. Torrence116, H. Torres144,
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Grenoble, France
56 Department of Physics, Hampton University, Hampton VA, United States of America
57 Laboratory for Particle Physics and Cosmology, Harvard University, Cambridge MA, United States of
America
58 (a) Kirchhoff-Institut für Physik, Ruprecht-Karls-Universität Heidelberg, Heidelberg; (b) Physikalisches
Institut, Ruprecht-Karls-Universität Heidelberg, Heidelberg; (c) ZITI Institut für technische Informatik,
Ruprecht-Karls-Universität Heidelberg, Mannheim, Germany
59 Faculty of Applied Information Science, Hiroshima Institute of Technology, Hiroshima, Japan
60 (a) Department of Physics, The Chinese University of Hong Kong, Shatin, N.T., Hong Kong; (b)

Department of Physics, The University of Hong Kong, Hong Kong; (c) Department of Physics, The Hong

49



Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong, China
61 Department of Physics, Indiana University, Bloomington IN, United States of America
62 Institut für Astro- und Teilchenphysik, Leopold-Franzens-Universität, Innsbruck, Austria
63 University of Iowa, Iowa City IA, United States of America
64 Department of Physics and Astronomy, Iowa State University, Ames IA, United States of America
65 Joint Institute for Nuclear Research, JINR Dubna, Dubna, Russia
66 KEK, High Energy Accelerator Research Organization, Tsukuba, Japan
67 Graduate School of Science, Kobe University, Kobe, Japan
68 Faculty of Science, Kyoto University, Kyoto, Japan
69 Kyoto University of Education, Kyoto, Japan
70 Department of Physics, Kyushu University, Fukuoka, Japan
71 Instituto de F́ısica La Plata, Universidad Nacional de La Plata and CONICET, La Plata, Argentina
72 Physics Department, Lancaster University, Lancaster, United Kingdom
73 (a) INFN Sezione di Lecce; (b) Dipartimento di Matematica e Fisica, Università del Salento, Lecce, Italy
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137 (a) Faculté des Sciences Ain Chock, Réseau Universitaire de Physique des Hautes Energies - Université
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u Also at LAL, Université Paris-Sud and CNRS/IN2P3, Orsay, France
v Also at Academia Sinica Grid Computing, Institute of Physics, Academia Sinica, Taipei, Taiwan
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