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Abstract

We present a study of the inclusive ! and �0 production based on 3.1 million

hadronic Z decays recorded with the L3 detector at LEP during 1991{1994. The

production rates per hadronic Z decay have been measured to be 1:17 � 0:17 !

mesons and 0:25� 0:04 �0 mesons. The production rates and the di�erential cross

sections have been compared with predictions of the JETSET and the HERWIG

Monte Carlo models. We have observed that the di�erential cross sections can be

described by an analytical quantum chromodynamics calculation.

(To be submitted to Physics Letters B)



Introduction

Experimental studies of spectra and composition of particles in e+e� annihilation are important

for understanding the fragmentation of quarks and gluons into hadrons. Fragmentation is

not perturbatively calculable and at present it can only be described by phenomenological

models. Many particle species have been extensively studied in e+e� annihilation at lower

energies [1], and recently, a large amount of information on identi�ed hadron species has become

available at LEP [2]. However, few e+e� experiments [3{6] have measured the production of

! and �0 mesons. The �0 production rate is of interest since it provides information on the

transformation of the SU(3) states (�8; �1) into the observed states (�; �0). Also, uncertainties

on the �0 production rate can have an e�ect on other measurements, for example, the Bose-

Einstein correlation of charged pions [7] and particle multiplicities. Furthermore, the measured

�0 production rate [4] di�ers signi�cantly from the prediction of JETSET 7.3 [8].

In this paper, we report on a measurement of inclusive production of ! and �0 mesons in

hadronic Z decays using the L3 detector at LEP. The ! is identi�ed via its decay channel

! ! �+���0, while the �0 is reconstructed via its decay channels �0 ! �+��� and �0 !
�0. The �0 and � mesons are detected through their two-photon decay channels as narrow

peaks in the  invariant mass distribution, while the �0 meson is reconstructed via its decay

channel �0 ! �+��. The production rates and di�erential cross sections as a function of

the scaled momentum xp = p=pbeam are measured and compared with the predictions of two

Monte Carlo generators. A parton cascade based on perturbative QCD calculations is used in

both generators, while the non-perturbative hadronization phase is described by either string

(JETSET 7.3) or cluster fragmentation (HERWIG 5.4 [9]) models.

We also measure the dependence of the di�erential cross section on the variable � = ln(1=xp).

Under the local parton-hadron duality assumption [10, 11], the measured cross section can be

compared with predictions of the modi�ed leading log approximation (MLLA) of QCD [10].

The L3 Detector

The L3 detector is described in detail in Ref. [12]. It consists of a central tracking chamber,

a high resolution electromagnetic calorimeter composed of bismuth germanium oxide (BGO)

crystals, a ring of plastic scintillation counters, an uranium and brass hadron calorimeter with

proportional wire chamber readout, and an accurate muon chamber system. These detectors

are installed in a 12 m diameter magnet which provides uniform �eld of 0.5 T along the beam

direction.

The central tracking chamber (TEC) is a time expansion chamber with high spatial resolu-

tion in the plane normal to the beam. A Z-chamber, mounted just outside the TEC, supple-

ments the r=� measurements with z-coordinates. Starting from 1994, tracks are also measured

by a silicon micro-vertex detector consisting of two layers of silicon with double-sided read-

out [13].

The material preceding the barrel part of the electromagnetic detector amounts to less than

10% of a radiation length. In this region the energy resolution is 5% for photons and electrons of

energy around 100 MeV, and is less than 2% for energies above 1 GeV. The angular resolution

of electromagnetic clusters is better than 0:5� for energies above 1 GeV.

For this analysis, we use the data collected in the following polar angle ranges: for the

central tracking chamber 40� < � < 140�; for the electromagnetic calorimeter 11� < � < 169�;

and for the hadron calorimeter 5� < � < 175�.
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Data Selection

For this analysis, we use events collected at center of mass energies near the Z mass (88.4

� p
s � 93.7 GeV) during the 1991{1994 LEP running periods. The data correspond to an

integrated luminosity of 112 pb�1.

The selection of events of the type e+e� ! hadrons is based on tracking information as

well as on the energy measured in the electromagnetic detector and in the hadron calorimeter.

Events are accepted if they have high multiplicity and high and well balanced visible energy [14].

In total, 3.1 million events pass the selection cuts.

About 2.3 million hadronic events generated by the Monte Carlo program JETSET 7.3 [8]

are used in the analysis. In addition, 430,000 events generated using HERWIG 5.4 [9] are

used to check for systematic e�ects due to di�erent fragmentation models. The values for the

QCD scale and the fragmentation parameters in both Monte Carlo programs were determined

from �ts to our previous measurements [15]. The generated events are passed through the L3

detector simulation [16], which implements a detailed description of the detector and takes into

account the e�ects of energy loss, multiple scattering, interactions and decays in the detector

materials and the beam pipe. These events are processed with the same reconstruction and

analysis programs as used for the experimental data.

Applying the same selection of hadronic Z decays to the simulated events as for the data, we

�nd that more than 99% of the hadronic decays from the Z are accepted. The contamination

from e+e� and �+�� �nal states and from hadronic production via two-photon processes is

estimated to be less than 0.2% and is ignored in the following analysis.

Photon Selection

Photon candidates are recognized as isolated clusters in the electromagnetic calorimeter. The

photon energy is calculated from the energy of the cluster by applying a position-dependent

correction. Assuming that the photon originates at the e+e� interaction point, its direction is

determined from the center of gravity of the shower.

The photons used in this analysis are required to be in the barrel region, j cos � j < 0:74.

Their energy has to be greater than 100 MeV. The lateral shower shape of the photon candidate

has to be consistent with that of an electromagnetic shower, as determined by an arti�cial neural

network [17] trained on a sample of Monte Carlo data. To further reduce the background from

hadrons, the photon candidate must be separated by at least 50 mrad from any charged particle.

The selection e�ciency for inclusive photons in hadronic Z events is about 30% with a purity

of about 70%.

Track Selection

To have good resolution in the invariant mass, we apply relatively tight selection cuts to charged

tracks. Charged tracks have to be well measured in the central tracking chamber as well as

the Z-chamber, with a momentum transverse to the beam axis of more than 100 MeV. Their

distance of closest approach to the primary e+e� vertex in the R� plane must be smaller than

2 mm. In addition, we exclude tracks passing through low resolution regions adjacent to the

anode and cathode planes.
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Extraction of the ! signal

The ! meson is measured in the decay channel ! ! �+���0. In a �rst step we reconstruct the

�0 through its two-photon decay channel. In order to reduce the combinatorial background,

the  invariant mass spectrum is determined from pairs of photons produced in the same

hemisphere de�ned with respect to the event thrust axis. For the analysis, only �0 candidates

with a reconstructed mass within �24 MeV (�3�) of the nominal mass of 135.0 MeV are used.

The selected �0 candidates are then combined with two charged tracks assumed to be pions. To

reduce the large combinatorial background, we subtract the spectra for like-sign combinations

(�����0) from those for unlike-sign combinations (�+���0). As will be discussed below in the

study of systematic errors, the �nal results are relatively insensitive to the procedures used to

subtract the backgrounds.

The resulting `background-subtracted' spectrum is shown in Fig. 1. An ! signal is clearly

visible. There is also a small but clear � signal close to the kinematic threshold in the mass

spectrum. We �t the spectrum with two Gaussian distributions for the ! and � signal respec-

tively, plus a background function which is described by either a �fth-order polynomial or the

following threshold function

BG(M) = (M �Mth)
p1 � exp(p2M + p3M

2 + p4M
3);

where Mth is the threshold invariant mass of the decay products. The threshold function is

found to yield better �2 and is therefore taken, while the polynomial is used in evaluating

systematic uncertainties. The �t gives 25260� 1901 as the observed number of ! mesons. The

mass is compatible with the PDG [18] value and the width is 28 MeV, in agreement with the

expected detector resolution.

Extraction of the �
0 signal

The �0 is measured in its two dominant decay channels, �0 ! �+��� and �0 ! �0. For the

decay channel �0 ! �+���, the same procedure is applied as used for the extraction of the

! signal in the ! ! �+���0 channel, except that the � is used instead of the �0. The �

is reconstructed through its two-photon decay channel. In order to reduce the combinatorial

background related to �0 decays, we exclude all photons entering into a two-photon combination

with invariant mass inside the �0 window. The invariant mass window for � candidates is set to

be �50 MeV (�3�) around the nominal mass of 547.5 MeV. Because of limited phase space, ��

pairs from the �0 decay tend to have low invariant mass. To further reduce the combinatorial

background in combinations of ���, we require the invariant mass of �� pairs to be smaller

than 0.4 GeV. The resulting `background-subtracted' spectrum is shown in Fig. 2a. From the

�t, in which a fourth-order polynomial is used for the background, we obtain 2989� 221 as the

observed number of �0 mesons. The mass is compatible with the PDG value and the width is

14 MeV, smaller than the measured width of the ! due to the lower energy available in the

decay �0 ! �+���.

For the decay channel �0 ! �0, we �rst reconstruct the �0 in the channel �0 ! �+��. All

combinations of two unlike-sign tracks with an invariant mass in a window of 150 MeV around

the �0 nominal mass are used. To reduce the combinatorial background in combinations of

��, a number of additional cuts are applied. The reconstructed direction of the �0 and of

the  must both be inside a cone around the direction of the �0 candidate, with a half opening

angle varying linearly with the �0 momentum p from 90� at p=0 GeV to 30� at p=8 GeV. The
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cosine of the angle �� between the direction of the  with respect to the �0 direction in the �0

rest frame is required to be cos(��) > �0:8. As the �0 is a spin 0 meson and �0 and  have spin

1, a helicity cut is applied. The cosine of the helicity angle ��� between the  and a pion in

the in �0 rest frame is required to be j cos(���)j < 0:8. In addition, it is required that the most

energetic pion carries more than 20% of the energy of the �0 system. Finally, we subtract the

spectra for like-sign combinations (����) from those for unlike-sign combinations (�+��).

The resulting `background-subtracted' spectra are shown in Fig. 2b. The residual background

is �tted with a threshold function and the signal with a Gaussian function. From the �ts, a

total of 10812�910 �0 are observed in 0:01 < xp < 0:24. The mass is compatible with the PDG

value and the width is 19 MeV, consistent with the detector resolution.

Inclusive Production Rates

The selection e�ciency for the ! and �0 signal is determined from the Monte Carlo as the ratio

of the `observed' number of ! (or �0 ) mesons to the number of generated ! (or �0 ) mesons.

In this way, our results are independent of the Monte Carlo simulation of the background and

of the width of the signal. The resulting production rates determined from the ! and two �0

decay channels are listed in Table 1 and compared with the Monte Carlo predictions. The

rates are extrapolated to the full momentum range by means of the corresponding Monte Carlo

predictions. Due to the di�erent fragmentation schemes in the two models, there is a di�erence

between JETSET and HERWIG in the isolation of photons. Therefore, the two Monte Carlo

models give di�erent selection e�ciencies. As both models otherwise provide a reasonable

description of the data [15], we take the average of the production rates determined by the two

models as our result, assigning half of the di�erences to the systematic errors.

The �rst error in the last column of Table 1 is statistical, the second one is systematic.

Besides the systematic error due to the choice of fragmentation models, other errors are obtained

by varying the photon selection cuts, switching o� the requirement on shower isolation from

charged particles and changing the �0 background suppression procedure. Errors due to the

uncertainty in the detector e�ciency are determined from a comparison of the �0 and � rate in

di�erent geometrical regions of the detector. An additional small error due to the uncertainty

of the TEC and the Z-chamber e�ciency is taken into account. As mentioned above, two

di�erent functions have been used to describe the background shape in the �t. The function

leading to the better �2 has been taken while the other was used in evaluating systematic

uncertainties. For the decay channels ! ! �+���0 and �0 ! �+���, we also use the �0 and

� sideband subtraction to estimate systematic e�ects in the background subtraction. In this

case,  combinations from a �0 (or �) sideband, combined with a �+�� pair, are used for the

background subtraction. Finally, the statistical error on the Monte Carlo events is included in

the systematic errors. The size of these contributions is summarized in Table 2.

From the procedure described above, the ! rate per hadronic Z event is determined to be

N! = 1:17 � 0:17:

In an independent analysis, the ! signal is studied via the decay channel ! ! �0, whose

branching ratio is a factor of 10 smaller than that of the decay channel ! ! �+���0. The

invariant mass spectrum of �0 from 930,000 hadronic Z events collected in 1991 and 1992 is

shown in Fig. 3. We obtain 1:12 � 0:22(stat) ! mesons per hadronic Z decay, which is in a

good agreement with the result obtained with the decay channel ! ! �+���0. The channel
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Decay channel xp Range JETSET HERWIG Production rate

Meas. Pred. Meas. Pred. Measured

! ! �+���0 0:02 < xp < 0:30 0.92 1.07 0.95 0.66 0:94� 0:07� 0:12

0 < xp < 1 1.15 1.33 1.20 0.83 1:17� 0:09� 0:15

�0 ! �+��� 0:02 < xp < 0:30 0.20 0.54 0.23 0.20 0:21� 0:02� 0:04

0 < xp < 1 0.25 0.67 0.28 0.25 0:27� 0:03� 0:05

�0 ! �0 0:01 < xp < 0:24 0.20 0.54 0.19 0.20 0:20� 0:02� 0:04

0 < xp < 1 0.25 0.67 0.24 0.25 0:24� 0:02� 0:05

Table 1: Measured production rate of ! and �0 mesons per hadronic Z decay. The measured

values, obtained with JETSET and HERWIG Monte Carlo programs for the e�ciency calcu-

lation, are reported separately. The average of the two is listed in the last column as the �nal

result. The �rst error is statistical and the second systematic.

Source of systematic error on ! rate on �0 rate on �0 rate

! ! �+���0 �0 ! �+��� �0 ! �0

Selection 0.09 0.03 0.04

Detector e�ciencies 0.07 0.02 0.01

Fitting 0.05 0.02 0.02

Background subtraction 0.05 0.02 0.02

Monte Carlo models 0.03 0.02 0.01

Monte Carlo statistics 0.07 0.02 0.02

Total 0.15 0.05 0.05

Table 2: Contributions to the systematic errors of the measured ! and �0 production rates,

added to the total in quadrature.

! ! �0 is not used for the �nal result. Within errors, the prediction of JETSET for the !

rate is consistent with our measured rate, while the rate predicted by HERWIG is too low.

In hadronic Z decays, the vector mesons ! and �0 are expected to be predominantly produced

by fragmentation. Since these two mesons have the same quark content, the same spin and

nearly equal mass, and thus di�er only by their isospin, their production rate is expected to be

equal. Using our measured production rate of ! mesons and the ALEPH and DELPHI results

for �0 [3,19], N(�0) = 1:29� 0:12, the ratio N(!)=N(�0) is determined to be 0:91� 0:16. This

result is in good agreement with the ARGUS measurement [5] of N(!)=N(�0) = 0:91 � 0:20

and data from pp interactions [20] of N(!)=N(�0) = 1:02� 0:08.

Averaging the results obtained from the two �0 decay channels and taking into account the

common systematic errors (uncertainties in detector e�ciencies and Monte Carlo models), the

production rate of the �0 is determined to be

N�0 = 0:25 � 0:04;

which is consistent with the prediction of HERWIG, but much lower than 0.67, the value

predicted by JETSET 7.3.

Using our previously measured production rate of the � [21] of 0:91 � 0:02 � 0:11, the �0

to � ratio is determined to be 0:27 � 0:06, which is signi�cantly lower than the value of 0.55
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xp xlw 1=�h � d �=d xp �p �lw 1=�h � d �=d �p
0.02{0.04 0.030 11:7� 2:5 3.91{3.22 3.57 0:34� 0:07

0.04{0.06 0.049 8:8� 1:8 3.22{2.81 3.02 0:43� 0:09

0.06{0.08 0.069 5:8� 1:3 2.81{2.53 2.65 0:40� 0:09

0.08{0.12 0.098 3:53� 0:82 2.53{2.12 2.28 0:35� 0:08

0.12{0.18 0.146 2:10� 0:78 2.12{1.72 1.90 0:31� 0:12

0.18{0.24 0.206 1:60� 0:52 1.72{1.43 1.56 0:33� 0:11

0.24{0.30 0.268 0:84� 0:42 1.43{1.20 1.30 0:23� 0:11

Table 3: Di�erential cross section for inclusive ! production from ! ! �+���0.

xp xlw 1=�h � d �=d xp �p �lw 1=�h � d �=d �p
0.02{0.04 0.031 2:69� 0:80 3.91{3.22 3.54 0:078� 0:023

0.04{0.06 0.050 1:82� 0:54 3.22{2.81 2.99 0:090� 0:027

0.06{0.08 0.070 1:31� 0:43 2.81{2.53 2.67 0:092� 0:030

0.08{0.12 0.097 1:07� 0:34 2.53{2.12 2.36 0:105� 0:033

0.12{0.18 0.145 0:60� 0:19 2.12{1.72 1.88 0:089� 0:028

0.18{0.24 0.208 0:39� 0:14 1.72{1.43 1.55 0:080� 0:029

Table 4: Di�erential cross section for inclusive �0 production from �0 ! �+���.

from JETSET 7.3. In JETSET, the � and �0 are described with the same strangeness content,

which is the case if the value of the �-�0 mixing angle �P is close to �10�. According to this

description, in the string fragmentation model, the � and �0 would be produced essentially with

the same rate from fragmentation. Several measurements [18, 22], however, indicate a value of

�P around �20�, which assigns more strangeness to �0 and less to �. Applying the strangeness

suppression factor used in JETSET to the � and �0 production according to their strangeness

content, the ratio �0=� from JETSET would be reduced by a factor of about 1.5, to 0.37, which

is closer to our measured value. The ratio �0=� could be also reduced by the production of

mesons with orbital excitation, which favor strongly the � over the �0 decay modes [18]. Such

mesons are not included in JETSET 7.3, but might be produced with non-negligible production

rates.

Di�erential Cross Sections

To determine the xp distribution, the above measurement of the production rate is repeated for

di�erent xp intervals. Since the two Monte Carlo generators give similar e�ciencies for both

! and �0 mesons, we only use the high statistics JETSET Monte Carlo sample to measure the

di�erential cross sections.

The normalized ! rate obtained in each xp interval is listed in Table 3, where the scaled

momentum value, xlw, is the appropriate position [23] within the xp bin used to plot the

di�erential cross section. JETSET is used to calculate the value of xlw (the result from HERWIG

is essentially the same). In the same way we measure the momentum spectrum of �0 mesons and

the results are listed in Table 4 and Table 5. The xp spectrum for ! and �0 mesons is shown in

Fig. 4a and Fig. 4b, respectively, together with the predictions of both models. Within errors,
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xp xlw 1=�h � d �=d xp �p �lw 1=�h � d �=d �p
0.01{0.04 0.028 2:32� 0:67 4.61{3.22 3.59 0:050� 0:014

0.04{0.08 0.057 1:56� 0:48 3.22{2.53 2.86 0:090� 0:028

0.08{0.12 0.097 0:89� 0:29 2.53{2.12 2.36 0:087� 0:028

0.12{0.16 0.138 0:72� 0:30 2.12{1.83 1.96 0:099� 0:041

0.16{0.24 0.198 0:40� 0:12 1.83{1.43 1.60 0:080� 0:024

Table 5: Di�erential cross section for inclusive �0 production from �0 ! �0.

xlw 0.030 0.059 0.097 0.142 0.203

1=�h � d �=d xp 2:47� 0:57 1:53� 0:30 0:96� 0:23 0:63� 0:18 0:40� 0:10

�lw 3.57 2.84 2.36 1.92 1.58

1=�h � d �=d �p 0:058� 0:013 0:091� 0:018 0:095� 0:023 0:092� 0:025 0:080� 0:020

Table 6: Di�erential cross section for inclusive �0 production, obtained by combining the results

from �0 ! �+��� and �0 ! �0.

the shape of the measured ! and �0 spectra is consistent with the prediction of both models.

For comparison with analytical calculations performed in the framework of the modi�ed

leading log approximation (MLLA) of QCD, we use the variable �p = ln(1=xp). The �p values

and the corresponding measured normalized rates are listed in Table 3, Table 4 and Table 5. The

value �lw referred to in the tables is calculated in the same way as the value xlw. The combined

results from the two �0 decay channels are listed in Table 6. The measured distributions for !

and �0 are shown in Fig. 5a and Fig. 5b, respectively, where for the �0 the combined results

from the two �0 decay channels are shown. Following the same method used in our previous

publications [21,24], we �t the measured �p spectra with the MLLA expression for the limiting

spectrum:
1

�had

d �

d �p
= N(

p
s) � f(ps;�eff ; �p) ; (1)

where �had is the total hadronic cross section, and the function f is speci�ed in Ref. [10].

Equation (1) contains only two free parameters: an overall normalization factor N (which

describes the hadronization and depends on the center of mass energy
p
s and on the particle

type) and an e�ective scale parameter �eff . Equation (1) is valid in the range 1 < �p <

ln (0:5
p
s=�eff ). The �t results are given in Table 7, where the errors of the parameters

include also the uncertainty due to a variation of the range of data points included in the �t.

Summary and Conclusions

We have studied the production of ! and �0 from hadronic Z decays. The production rate of the

! is determined to be 1:17� 0:17, in agreement with the JETSET prediction, but higher than

the HERWIG prediction. The measured production rate of the �0 and the ratio of production

rates �0=� are measured to be 0:25� 0:04 and 0:27� 0:06 respectively, signi�cantly lower than

the predictions of JETSET 7.3. The low value of the ratio �0=� could be explained partially

by the description of the � and �0 quark content used in JETSET. The prediction of HERWIG
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Meson N �eff (GeV) ��p
! 0:127� 0:019 0:88� 0:24 2:86� 0:20

�0 0:033� 0:005 1:14� 0:16 2:69� 0:10

Table 7: Measured parameters of QCD MLLA corresponding to Equation (1). ��p denotes the

position of the maximum corresponding to the given value of �eff .

for the production rate of the �0 is consistent with the measurement. The measured ! and �0

production rates are consistent with the ALEPH results [3, 4].

The shape of the inclusive momentum spectrum of ! and �0 is in agreement with the

predictions of both Monte Carlo models. The di�erential cross sections as a function of �p can

be described by analytical QCD calculations.
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Figure Captions

Figure 1 The measured �+���0 invariant mass distribution. The solid line represents the result

of the �t to the data using a sum of a Gaussian distribution and a background shape as

described in the text. The dashed line indicates the �tted background.

Figure 2 The measured (a) �+��� and (b) �0 invariant mass distributions. The solid lines rep-

resent the results of the �ts to the data using a sum of a Gaussian distribution and a

background shape as described in the text. The dashed lines indicate the �tted back-

ground.

Figure 3 The measured �0 invariant mass distribution. The solid line represents the result of

the �t to the data using a sum of a Gaussian distribution and a background shape as

described in the text. The dashed line indicates the �tted background.

Figure 4 The xp distribution of the (a) ! and (b) �0 at the Z resonance normalized to the total

hadronic cross section in comparison with the predictions of JETSET and HERWIG. The

bin ranges are given in Table 3, 4, and 5.

Figure 5 The �p distribution of the (a) ! and (b) �0 at the Z resonance normalized to the total

hadronic cross section, compared with analytical QCD calculations in the range of validity

of Equation (1). In Fig. 5b the results from the two �0 decay channels are combined. The

bin ranges are given in Table 3 and 6.
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