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Abstract

Inclusive γ∗γ interactions to hadronic final states where one scattered electron or positron
is detected in the electromagnetic calorimeters have been studied in the LEP 1 data taken
by ALEPH from 1991 to 1995. The event sample has been used to measure the hadronic
structure function of the photon F γ

2 in three bins with 〈Q2〉 of 9.9, 20.7 and 284 GeV2.
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Dipartimento di Fisica, Università di Trieste e INFN Sezione di Trieste, I-34127 Trieste, Italy

J. Rothberg, S. Wasserbaech
Experimental Elementary Particle Physics, University of Washington, WA 98195 Seattle, U.S.A.

S.R. Armstrong, E. Charles, P. Elmer, D.P.S. Ferguson, Y. Gao, S. González, T.C. Greening, O.J. Hayes,
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1 Introduction

In this paper measurements are presented of the hadronic structure function F γ
2 of a

quasi-real photon in deep inelastic electron-photon scattering. The function F γ
2 describes

much of our knowledge of the hadronic nature of the photon and as such is an important
measurement, not only for its own sake, but also because it is used in analytical and Monte
Carlo calculations of many processes both in two-photon physics and photoproduction.

In general, F γ
2 is a function of the Bjorken variable x, the fractional momentum of

the struck parton in the target photon, as well as Q2 and P 2 which are the squared
four-momenta transfered from the scattered leptons to the interacting virtual photons.
In the experimental conditions considered here where only one of the scattered leptons
is detected or “tagged” then one of the four-momentum transfers, taken to be P , is very
close to zero and its influence need not be considered any further.

The cross section for the production of hadrons in deep inelastic electron-photon
scattering depends on two hadronic structure functions F γ

2 and F γ
L . The differential

cross section is [1]

d3σ

dy dx dQ2
=

4πα2

Q4x

(
1− y +

y2

2

)F γ
2 (x, Q2)− y2

2(1− y + y2

2
)
F γ

L(x, Q2)

Φ(x, y). (1)

where
Q2 = 2EE ′(1− cos θ), (2)

E is the energy of the incident beam, and E ′ and θ are the energy and scattering angle
of the scattered electron, respectively. The Bjorken variable x is

x =
Q2

2p · q =
Q2

(Q2 + W 2 + P 2)
, (3)

where p and q are the four-momenta of the two virtual photons, W is the total mass of
the γ∗γ system. The Bjorken variable y is given by

y =
qp

k · p = 1− E ′

2E
(1 + cos θ), (4)

where k is the four-momentum of the incident electron or positron which scatters with
high Q2. The function Φ(x, y) is the flux of the target virtual photons radiated from the
other incident electron or positron and is approximately given by [1]

Φ ' α

yπ

[(
1− Q2

X +
Q4

2X 2

)
ln

P 2
max

P 2
min

− m2
eQ

4

X 2

(
1

P 2
min

− 1

P 2
max

)]
f(P 2), (5)

where
X = 4E2xy, (6)

and P 2
min, and P 2

max are the minimum and maximum allowed values of P 2 and me is the
mass of the electron. The final factor f(P 2) in this expression is the photon form factor.
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In the Vector Dominance Model, the function f(P 2) is expected to be close to unity for
the values of P 2 encountered in the data considered here.

At experimentally accessible values of y, Eqn. 1 is insensitive to F γ
L(x, Q2), so

measurements of the cross-section for tagged two-photon physics provide a means to
measure F γ

2 . As originally described by Witten [2], the QCD expression for F γ
2 divides

into two parts. The first part is exactly calculable in perturbative QCD and is referred
to as the “point-like” part. It becomes increasingly dominant at high Q2 compared with
the second contribution which is not calculable in perturbation theory and is known as
the “hadronic” part. By analogy with nucleon structure functions, F γ

2 can be expressed
as the sum of momentum weighted densities of quarks “inside” the photon:

F γ
2 (x, Q2) =

2f∑
i=1

xe2
i q

γ
i (x, Q2) (7)

where f is the number of active flavours, e is the charge of the quark and qγ
i (x, Q2) is the

photon parton density function ‘PDF’. Several authors [3–12] have calculated F γ
2 . Their

predictions show the largest disagreements at low x, where the poorly known gluonic part
of F γ

2 is significant and can lead to a rapid rise in F γ
2 . These calculations generally

involve a degree of fitting to the measurements of the photon structure function existing
at the time of the calculation. This means the more recent calculations are more tightly
constrained than the earlier ones. For example the predictions of [11] and [12] had access
to early LEP 1 data, whereas the others used only PETRA, PEP and KEK data, apart
from the prediction of [4] which uses just one measurement from PLUTO [13]. A review
of the current theoretical and experimental status of F γ

2 is given in Ref. [14].
In this paper, F γ

2 is extracted from the measured rates of hadron production in
γ∗γ interactions where the scattered electron tag is detected in the electromagnetic
calorimeters.

2 Detector and Trigger

The ALEPH detector has been described in detail elsewhere [15, 16]. The key components
for observing the final state products are the time projection chamber (TPC), the
electromagnetic calorimeter (ECAL), and the hadron calorimeter (HCAL). The two
luminosity calorimeters LCAL and SiCAL were used to measure the hadronic energy at
small angles. The inner tracking chamber (ITC) while primarily designed to supply fast
track triggers, provides additional information on charged tracks. The muon chambers,
the outermost part of the detector, were used for muon identification. At scattering
angles above 17.25 degrees, the combination of dE/dx information from the TPC and the
distribution of energy deposition in the calorimeters allows identification of high energy
electrons [16]. At smaller angles no tracking information is available, but the backgrounds
due to Z decays are relatively smaller and so large energy electromagnetic showers can be
reliably assumed to be due to scattered electrons from two photon scattering processes.
Reconstruction of the final state of the event uses the energy flow objects [17] which
consist of charged tracks, identified photons, and neutral hadrons.
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The details of the trigger are given in Ref. [16]. In the 9% of events tagged in the
ECAL, both the tag itself and the hadronic final state are capable of triggering the event,
which ensures 100% trigger efficiency for these events. For the remaining events where
the tag is observed in the LCAL the event must be triggered by the hadronic final state
since the whole detector is not routinely read out for events triggered in LCAL. In 92%
of these events the trigger requires a single low energy track defined by a coincidence
between a track as defined by the ITC and an energy deposit of more than 200 MeV in
the ECAL. Other triggers which are fired in a significant number of events require either
two approximately back to back tracks in the ITC or an energy deposit in the ECAL with
a higher energy threshold.

For events with many high momentum tracks the single track trigger is essentially
100% efficient. However for events with only a few low momentum tracks such as in this
analysis, this may no longer be the case. The other triggers involve at least one component
in common with the main single track trigger, and so the normal method of measuring
trigger efficiency by comparing two independent triggers is not available. In view of this,
an alternative method was adopted to measure the efficiency of the single track trigger.
For this purpose a special selection was made on the data which required the presence of
just a single track. These events set either the single track trigger or another independent
trigger such as those using LCAL or SiCAL information, or both. By comparing the rates
for each trigger it was possible to derive the efficiency for the single track trigger as a
function of the transverse momentum of a track with respect to the beam direction. This
function was then used on an event-by-event basis to calculate the trigger efficiency of a
given event. It resulted in an efficiency of 98% for low xvis, falling to 94% for high xvis, in
LCAL tagged events, where xvis is the measured value of x, calculated from the observed
final state particles. In the remainder of this analysis all events have been weighted using
this efficiency.

The triggers which are important for this analysis are also those most susceptible to
triggering on unwanted background from the LEP beam, and detector noise so they were
were downscaled by varying amounts during the LEP 1 data taking period. All events
have been weighted as appropriate to correct for the trigger efficiencies and downscaling,
resulting in a mean weight for the LCAL tagged events of 1.09.

3 Data Selection

This analysis uses the ALEPH data taken between 1991–1995. The LEP beam energy in
this period was between 44 and 47 GeV, with a mean of 45.6 GeV. A total integrated
luminosity of 162 (155) pb−1 was used for the ECAL (LCAL) tagged events. The number
of γ∗γ collisions expected in this sample is a few thousand, compared with the 4.9 million
Z decays detected in the same period. The purpose of the data selection procedure is to
extract a clean sample of hadronic γ∗γ scattering events, free from background due to Z
decays and leptonic γγ processes.

Events were selected in which the scattered electron was detected in either the ECAL or
LCAL calorimeters. In the case of the ECAL, a tag was defined to be an identified electron
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with energy greater than 12 GeV, with a scattering angle whose cosine was less than 0.95
and greater than −0.6. For the LCAL tagged events, a cluster of energy greater than 30
GeV, with a scattering angle between 65 and 150 mrad was taken to be an electron. A
cone was constructed around the electron defined by a half angle of cos−1 = 0.995 and
identified photons within this cone were added to the electron four-momentum to form
the final tag. To ensure that events used in this analysis were genuinely single-tagged, an
event was required to contain just one tag where the definition of a tag was broadened
for this purpose to include clusters in the SiCAL and LCAL with energy greater than 20
GeV.

The following cuts were then applied to eliminate background events (mainly from Z
decays). To eliminate the majority of Z → f f̄ events the following requirements were
applied:

• The number of energy flow objects of all types must be less than 26.

• Wvis must be less than 40 GeV/c2. Wvis is defined as the value of W reconstructed
from the observed hadronic final state particles.

• The normalised longitudinal momentum balance (NLMB) [18] must be greater than
0.2 (in ECAL tagged events), or 0.3 (in LCAL tagged events), where

NLMB =
cos θ Σpz

| cos θ|ΣE

and θ is the angle of the tagged electron with respect to the beam direction. ΣE and
Σpz are respectively the sums of the energies and z components of momentum of all
energy flow objects in the event, including the tag. The z direction corresponds to
the beam direction.

• There must be no energy flow object closer than 11.5 degrees from the tag.

• The total energy in a cone opposite in direction to the tag, with an opening angle
of 18.2 degrees, must be less than 20 GeV.

Specific cuts against Z → µ+µ−, e+e− were then imposed:

• The total electromagnetic energy in identified photons and electrons (excluding the
tag) must be less than 20 GeV.

• Apart from the tagged electron, there must be no identified electron or muon of
momentum greater than 2 GeV/c.

The remaining Z → τ+τ− and γ∗γ → l+l− events were removed by the following condition:

• The number of charged tracks must be greater than 2.

• Wvis must be greater than 2 GeV/c2.

• Events with fewer than six charged tracks must have a thrust value less than 0.985.
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Table 1: Background fraction for significant physics processes in each Q2 bin calculated by Monte Carlo
simulation.

Background
fraction (%)

Background 〈Q2〉 (GeV2)
process 9.9 20.7 284.0

γ∗γ → τ+τ− 4.6 6.5 7.8
Z → qq̄ 2.1 3.5 4.3
Z → τ τ̄ 0.0 0.0 1.9

To eliminate beam gas events, the interaction point must be reconstructed within 6 cm
in the z direction and 1 cm in the radial direction from the nominal interaction point.

The total number of surviving ECAL tagged events in the data was 163. The data
cover the range 35 < Q2 < 3000 GeV2 with a mean value of Q2 of 284 ± 49 GeV2. The
LCAL data were split into two samples. One sample consists of 1543 events in the range
6 < Q2 < 13, and a mean Q2 of 9.93±0.04 GeV2. The other sample contains 1647 events
in the Q2 range 13 < Q2 < 44 GeV2 with a mean of 20.67± 0.16 GeV2.

The size of the background contribution from all known sources has been determined
for each sample using Monte Carlo simulations. Table 1 shows the expected fraction of
events for the only significant sources of background. All other background processes are
found to be at a level of less than 1% and are neglected. For the ECAL tagged events
the detection efficiencies are similar for high energy electrons and muons in the regions
covered by this analysis [16]. This allowed a direct measurement of the background in the
data due to Z decay by repeating the data selection with the tag electron replaced by an
identified muon. This resulted in a sample of 11 events (6.7%) which is in good agreement
with that determined from the simulations of Z decays (6.2%) (Table 1). The background
to the ECAL tagged sample was calculated by taking the average of the muon tagged and
Monte Carlo simulated events. The background (Table 1) from the process γ∗γ → τ+τ−

was subtracted using simulated events.

4 Comparison with Models

The invariant mass W in γ∗γ events is in general poorly measured by current detectors due
to the significant proportion of the energy of the event which goes in the forward region
where there is little or no tracking information. Therefore extraction of a measurement
of the photon structure function from the data depends on the use of a model of the
production of hadronic final states from γ∗γ collisions. There is at present no complete
theoretical description of this process, so a number of phenomenological models are used.

The conventional approach to modelling the production of hadrons in γ∗γ interactions
is to combine models based on the Quark Parton Model (QPM) and the Vector Meson
Dominance Model, (VDM) [19]. Recently it has also become possible to use standard
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generators such as HERWIG [20].
For the VDM component of the conventional QPM+VDM approach the simulation

of VDM described in Ref. [23] was used. The hadronic part of the photon, simulated by
VDM, is assumed to have a cross section for γ∗γ scattering of the form

dσγ∗γ

dQ2 dP 2 dW 2
=
(
A +

B

W

)
f(Q2)f(P 2), (8)

where A and B are determined from the data as described below. The form of f(P 2) is
chosen to be the Generalised Vector Dominance Model (GVDM) form [21], which generally
provides a better description of photon processes than the simpler ρ pole formulation [22].
The Generalised VDM form factor f(Q2) is given by

f(Q2) = ΣRi
1 + Q2/4M2

i

(1 + Q2/M2
i )2

+
0.22

1 + Q2/1.96
, (9)

where the summation is taken over three vector mesons of masses Mi equal to those
of the ρ, ω and φ and the constants Ri are 0.65, 0.08 and 0.05. The QPM generator
used for this analysis is the program of Berends, Darveveldt and Kleiss (BDK) [24],
which includes processes in which additional photons are radiated from the incoming
and outgoing electrons. It was used to produce events containing quarks with transverse
momentum greater than 2 GeV/c with respect to the γ∗γ direction.

The hadronisation process was handled in both QPM and VDM by the JETSET
program [25]. The quarks were first allowed to radiate gluons via the Lund parton shower
scheme. In the QPM case, Qmax, the maximum scale for the shower, was set to W ,
the invariant mass of the final state. This was found to slightly improve the description
of the charged multiplicity in the ECAL tagged events compared to a model where no
gluon radiation was allowed. In the VDM model Qmax was set to the pt of the quarks
with respect to the γ∗γ direction. In practice this suppresses any gluon radiation. The
resulting partons were then passed to the string fragmentation program for production of
the final state hadrons.

The QPM sample was combined with the VDM sample to form a single set, weighting
each sample so as to give the best overall value of χ2 between the distributions predicted
by the combined simulation and the data. The distributions used in this procedure were
the number of energy flow objects, the transverse momentum of all energy flow objects
with respect to the beam direction, and the thrust of the event.

An alternative simulation was produced, using the HERWIG program with the
GRV LO photon parton density function [8]. All parameters of the program were set
at their defaults for version 5.9, apart from the intrinsic transverse momentum kt of
the partons in the target photon. This was modified according to the scheme described
in Ref. [26] where the kt distribution is made broader than the default using a power-
like distribution originally proposed by the ZEUS [27] collaboration to describe their
photoproduction data.

Comparisons between the data and the two sets of simulated events are presented in
Figs. 1 and 2. The HERWIG sample is normalised to the number of events in the data.
This is equivalent to a cross section 20% larger than that predicted by the program. In
general both models give an acceptable description of the data.
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Figure 1: Comparison of data and simulations for LCAL tagged data. The points with error bars are
the data, the solid histogram is the QPM+VDM model and the dashed histogram is the HERWIG model.
The plots are (a) number, (b) pt with respect to beam direction, and (c) total energy of the final state
energy flow objects. Plot (d) is the energy weighted pseudorapidity distribution. The pseudorapidity η
is defined as η = − ln(tan(θ′/2)) where θ′ is the angle of an energy flow object with respect to the beam
which radiates the target photon. With this definition the tag lies in the negative η direction but is not
included. Plot (e) is the thrust calculated from the final state energy flow objects and (f) is the xvis

distribution used to extract the measurement of F γ
2 .

5 Extraction of the Structure Function F γ
2 (x)

Integrating Eqn. 1 over y and Q2 gives an expression for dσ/dx in terms of the structure
functions F γ

2 (x) and F γ
L(x). As shown in Fig. 3, the measured value xvis is smeared

asymmetrically from the true value so that an unfolding procedure is first necessary to
extract the true x distributions from the data. The unfolding was performed using the
procedure proposed by Blobel [28]. This procedure fits a sum of spline curves to the
data after passing them through the xvis versus xtrue matrix obtained from the simulated
events. A regularisation procedure is used to suppress oscillations in the result which
have higher frequency than are justified by the resolution of the input measurements. It
is important later in this analysis to ensure a reliable measurement at low x, where the
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Figure 2: The same as Fig. 1 but for ECAL tagged data.

greatest discrepancy is seen between different theoretical predictions of F γ
2 (x) . For this

reason the low edge in x is defined as the point where the efficiency reaches 1/3 of its
maximum value. At high x the efficiency falls off slowly. The maximum x is chosen to be
the point at which the efficency has fallen to zero. Within these limits the number of bins
and their ranges are those recommended by the unfolding procedure so as to minimise
the bin to bin correlation of the results. The unfolding was performed twice, once for
each of the two models (HERWIG and QPM+VDM). There were in all cases at least five
times as many simulated events as real ones. The final results presented below are the
means of the results obtained in each case. For each bin the mean value of x in the bin
was calculated using the functional form of dσ/dx returned by the unfolding procedure.

The measured values of dσ/dx are presented in Table 2. A measurement of F γ
2 can be

obtained from the measured values of dσ/dx by dividing the measurement in a given bin
by the integral of Eqn. 1 having first set F γ

L(x, Q2) to its theoretical value. Currently the
only available prediction for FL(x, Q2) [14] is that given by the QPM. In practice, in the
data analysed here, the value of y is sufficiently small that the coefficient that multiplies
F γ

L(x, Q2) in Eqn. 1 much reduces its contribution to dσ/dx. The GALUGA program [29]
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Figure 3: xvis versus xtrue for (a) LCAL tagged and (b) ECAL tagged events simulated by the HERWIG
program.

can be used to calculate Eqn. 1 exactly, so it was used to calculate the theoretical value
for dσ/dx in the x and Q2 bins used in this analysis. The resulting measurements of
F γ

2 (x) are listed in Table 3. Table 4 shows the bin to bin correlations of the results.
To study the dependence of F γ

2 with Q2 it is convenient to analyse the data in a fixed
x bin. The region 0.1 < x < 0.6 is chosen, so as to remove the regions at low and high x
where the greatest theoretical uncertainty arises, but at the same time to ensure as precise
a measurement as possible in all the Q2 bins used. The results obtained in this way are
most suitable for testing the log(Q2) dependence predicted by QCD. Table 5 shows the
value of F γ

2 in this range.

6 Systematic errors

The contributions to the systematic errors are listed in Table 2. Differences between the
results obtained with the two models could derive either from a dependence of the result
on the structure function used in the Monte Carlo or from differences in the hadronisation
schemes.

The LAC 1 [5] structure function shows the most rapid rise at low x of any available
set. The standard HERWIG sample used GRV LO which has a much less rapid increase
at small x. To measure the effect on the unfolding of varying the input PDF, the standard
HERWIG sample was reweighted by the ratio of the structure function calculated using the
LAC 1 PDF and the GRV LO PDF. Comparing the result of unfolding using this sample
to that obtained using the unweighted HERWIG sample measures the effect of varying the
input PDF. So as to measure the dependence of the result on the hadronisation process,
the unfolding was performed using the QPM+VDM sample reweighted to have the same
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Table 2: The measured values of dσ/dx in three Q2 bins.

〈Q2〉 = 284 GeV2

x range 0.03− 0.35 0.35− 0.65 0.65− 0.97
〈x〉 0.171 0.50 0.80

dσ/dx (pb) 4.1 2.4 3.1
Statistical error 0.7 0.6 0.6

Hadronisation uncertainty 0.5 0.6 0.6
Detector Simulation uncertainty 0.2 0.2 0.2

Theoretical error 0.2 0.1 0.1
Total error 0.9 0.8 0.9

〈Q2〉 = 20.7 GeV2

x range 0.009− 0.12 0.12− 0.27 0.27− 0.50 0.50− 0.89
〈x〉 0.055 0.19 0.38 0.63

dσ/dx (pb) 79.1 41.5 45.8 22.2
Statistical error 5.4 4.1 4.2 5.2

Hadronisation uncertainty 10.3 13.3 8.2 0.2
Detector Simulation uncertainty 1.4 2.0 0.7 1.0

Trigger uncertainty 1.0 0.5 0.5 2.0
Theoretical error 0.8 0.4 0.5 0.2

Total error 11.8 14.0 9.3 5.7

〈Q2〉 = 9.9 GeV2

x range 0.005− 0.08 0.08− 0.20 0.20− 0.40 0.40− 0.80
〈x〉 0.039 0.14 0.28 0.54

dσ/dx (pb) 170.0 102.7 66.7 22.4
Statistical error 9.5 7.3 7.8 10.4

Hadronisation uncertainty 11.9 16.4 11.3 1.8
Detector Simulation uncertainty 6.1 3.9 8.6 6.4

Trigger uncertainty 1.7 1.0 4.0 3.6
Theoretical error 1.7 1.0 0.7 0.2

Total error 16.6 18.5 16.7 12.9

xtrue distribution as the HERWIG sample and compared to that sample. A smooth xvis

distribution that matched the data was used in the estimate of this systematic error to
avoid any influence from statistical fluctuations in the data. The dominant effect comes
from the hadronisation process in all but the lowest x bin of the lowest Q2 set, where the
influence of the input structure function is more significant. The quadratic sum of these
two errors is referred to as the hadronisation uncertainty in Table 2.

The systematic error due to the simulation of the detector was checked by increasing
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Table 3: The structure function F γ
2 (x)/α in three Q2 bins.

〈Q2〉 = 284 GeV2

x range 0.03− 0.35 0.35− 0.65 0.65− 0.97
〈x〉 0.171 0.50 0.80

F γ
2 /α 0.65 0.70 1.28

Statistical error 0.10 0.16 0.26
Systematic error 0.09 0.19 0.26

Total error 0.14 0.25 0.37

〈Q2〉 = 20.7 GeV2

x range 0.009− 0.12 0.12− 0.27 0.27− 0.50 0.50− 0.89
〈x〉 0.055 0.19 0.38 0.63

F γ
2 /α 0.36 0.34 0.56 0.45

Statistical error 0.02 0.03 0.05 0.11
Systematic error 0.05 0.11 0.10 0.05

Total error 0.05 0.12 0.11 0.12

〈Q2〉 = 9.9 GeV2

x range 0.005− 0.08 0.08− 0.20 0.20− 0.40 0.40− 0.80
〈x〉 0.039 0.14 0.28 0.54

F γ
2 /α 0.30 0.40 0.41 0.27

Statistical error 0.02 0.03 0.05 0.13
Systematic error 0.02 0.07 0.09 0.09

Total error 0.03 0.07 0.10 0.16

Table 4: Bin to bin correlations in the 〈Q2〉= (a) 284, (b) 20.7, and (c) 9.9 GeV2 results.

(a) Bin 1 2 3
1 1.00 −0.28 −0.01
2 1.00 −0.33
3 1.00

(b) Bin 1 2 3 4
1 1.00 −0.33 −0.06 0.04
2 1.00 −0.39 0.06
3 1.00 −0.48
4 1.00

(c) Bin 1 2 3 4
1 1.00 −0.21 −0.09 0.07
2 1.00 −0.42 0.08
3 1.00 −0.52
4 1.00
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Table 5: The mean value of F γ
2 /α in the range 0.1 < x < 0.6.

Q2 (GeV2) 9.9 20.7 284

〈F γ
2 /α〉 0.38 0.50 0.68

Statistical error 0.03 0.02 0.10
Hadronisation uncertainty 0.04 0.04 0.07

Theory error 0.00 0.00 0.03
Total error 0.05 0.05 0.12

the minimum energy of the energy flow objects included in the selection on both real
and simulated events. The detector simulation error listed in Table 2 is either half the
difference between the maximum and minimum values found as a result of these changes,
or the statistical error due to the events that are lost by making the changes whichever is
the larger. An additional systematic error is included which allows for the uncertainty in
measuring the trigger efficiency. This was obtained by repeating the analysis but assuming
100% trigger efficiency. The uncertainty was then taken as the difference between this
result and that obtained using the trigger efficiency calculated as described in section 2.

Two sources of theoretical error have been studied. The first of these was obtained
by changing the form factor assumed for the target photon from the default GVDM form
to a “rho pole” form factor. The second was the effect of the unknown contribution from
F γ

L(x, Q2). To test the dependence of the result on F γ
L(x, Q2), its normalisation was varied

in GALUGA between 0.5 and 2.0 times the QPM prediction. The theory error listed in
Table 2 is the quadratic sum of these two contributions.

7 Comparison of Fγ
2 to Parametrisations

Figure 4 shows the values of F γ
2 as a function of x. The inner error bars show the statistical

errors and the outer error bars represent the total errors from adding the statistical and
systematic errors in quadrature. The data are plotted at the mean x position, and the
horizontal bars show the bin width. Also shown are three representative parametrisations
AFG HO [10],LAC 1, and GRV LO.

Table 6 shows the χ2 values obtained comparing this data to the more recent
parametrisations of the parton density functions of the photon. The data are compatible
with many of the parametrisations. Those that show significantly large values of χ2, such
as LAC 1 and 2 and WHIT 4, 5, and 6, contain a large gluon content, resulting in a rapid
rise in the structure function at low x.

To check whether the data would be sensitive to the presence of a rapid rise in F γ
2 (x)

at low x the analysis was repeated, but with the data replaced by a sample of events
simulated by HERWIG using the LAC 1 structure function. As expected, the lowest x
points in the LCAL tagged events were higher than those seen in the data, and repeating
the χ2 test showed that such a measurement would find the LAC 1 and 2, and WHIT 4,
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Figure 4: The values of F γ
2 (x)/α compared to three parametrisations.
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Figure 5: The values of F γ
2 averaged over the region 0.1 < x < 0.6. The band indicates the range

of theoretical predictions obtained using the parametrisations listed in Table 6. Also shown are recent
OPAL results [31] for the same x range.

5 and 6 parametrisations to be highly favoured while rejecting all others.
The result for F γ

2 in the range 0.1 < x < 0.6 is compared to theoretical expectations
and recent OPAL results [31] in Fig. 5. There is good agreement between the ALEPH
and OPAL measurements, which are compatible with the theoretical predictions.

Table 6: The values of χ2 obtained comparing this data to the more recently calculated photon parton
density functions (PDF). The leading order sets were obtained from the PDFLIB library [30]. The higher
order sets were calculated with the assistance of the corresponding authors. The mnemonics for each
PDF are taken from the PDFLIB manual.

PDF χ2 PDF χ2

DG Set 1 [4] 4.3 DG Set 2 5.0
LAC 1 [5] 107.2 LAC 2 75.9

LAC 3 3.9 GS-96 HO [7] 7.6
GS-96 LO 8.9 GRV HO [8] 4.9
GRV LO 3.8 AFG HO [10] 4.6

WHIT 1 [11] 5.2 WHIT 2 13.9
WHIT 3 18.3 WHIT 4 40.0
WHIT 5 105.5 WHIT 6 130.8

SAS Set 1D [12] 10.0 SAS Set 1M 4.3
SAS Set 2D 3.6 SAS Set 2M 3.7
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8 Conclusions

Inclusive production of hadrons in γ∗γ interactions has been studied using ALEPH data
taken between 1991 and 1995. The results are presented in three bins of Q2 which have
a mean of 9.9, 20.7 and 284 GeV2. The data have been used to measure the hadronic
photon structure function F γ

2 as a function of x. Comparisons to parametrised parton
density functions show that those containing a large gluon content are inconsistent with
the data. When the value of F γ

2 in the range 0.1 < x < 0.6 is plotted as function of Q2 it
is found to be compatible with the available parametrisations.
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