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Abstract. The energy loss spectrum of 180 GeV muons has been measured with the 5.6 m long finely
segmented Module 0 of the ATLAS hadron Tile Calorimeter at the CERN SPS. The differential probability
dP/dv per radiation length of a fractional energy loss v = ∆Eµ/Eµ has been measured in the range 0.025 ≤
v ≤ 0.97; it is compared with theoretical predictions for energy losses due to bremsstrahlung, production
of electron–positron pairs, and energetic knock-on electrons. The iron elastic form factor correction ∆el

Fe =
1.63± 0.17stat ± 0.23syst±0.20

0.14theor to muon bremsstrahlung in the region of no screening of the nucleus by
atomic electrons has been measured for the first time, and is compared with different theoretical predictions.

1 Introduction

The detection and measurement of muons with energies
in excess of 100 GeV at the Large Hadron Collider will
be important for the investigation of a wide variety of
physics processes (intermediate boson decays, jets with
heavy flavour tags, etc.). In the ATLAS [1] detector, muons
will be measured by tracking chambers within a toroidal
air-core magnet after they have crossed more than 100
radiation lengths of material in the electromagnetic and
hadronic calorimeters. It is, therefore, important to check
precisely the theoretical predictions for muon energy losses
in iron or higher Z materials.
Muons undergo the same electromagnetic processes

as electrons. However, the relative contributions of the
electron–positron pair production, production of knock-
on electrons and the bremsstrahlung process for muons
and electrons are very different (see Fig. 1). The radiative
energy losses of electrons and positrons are well under-
stood and checked against the QED predictions, while a
few uncertainties still exist for muons.
A precise knowledge of the muon energy losses is also

important for the interpretation of the data taken in cur-
rent underground and underwater experiments. Recently
a variety of new theoretical calculations has been done.
The radiative corrections to knock-on electron production
and muon bremsstrahlung on atomic electrons recently
calculated in [2] increase the probability of muon energy
losses. It was pointed out by Tannenbaum [3] that the
main uncertainties in the description of bremsstrahlung
are due to the different theoretical predictions of the nu-
clear size correction. This correction is important for muon
bremsstrahlung, while for electrons, it is negligible due to
its low mass. New calculations of the nuclear size cor-
rection have been reported in [4,5]. The contribution of
diffractive corrections to muon bremsstrahlung [6] is im-
portant for the losses of high energy positively charged
muons in light materials.
Energy losses of muons at very high energies, up to

10 TeV, have been measured in cosmic-ray experiments
[7–9]. In these experiments muon energies were measured
with a magnetic spectrometer, and reasonable agreement
between data and calculations was found, but not in the
region of very small energy losses [9]. Energy losses of
muons up to 300 GeV were measured in various accel-
erator experiments [10–14]. A reasonable agreement with
theory was reported in [10–12]. Preliminary results of 300
GeV muon energy loss measurements in iron (lead) indi-
cated [13] about 7% (10%) higher probability compared
to Monte Carlo predictions.
 On leave from HEPI, Tbilisi State Univ., Georgia

Fig. 1. Relative probabilities of fractional energy losses v =
∆E/E per interaction and per radiation length of iron, for
180 GeV electrons (top plot) and muons (bottom plot), due
to different processes. The arrow indicates the region of muon
energy losses studied in the present experiment. For muons,
the contributions of knock-on electron production (knock-
on), electron–positron pair production (pairs), bremsstrahlung
(brems.) and photonuclear interactions (ph.) have been calcu-
lated according to the formulas given in the text. For electrons,
the same formulas have been used, replacing the elctron mass
with the muon mass

In an earlier experiment [14] by the authors of this pa-
per, the energy loss spectrum of 150 GeV muons in 1 me-
ter long prototype modules of the ATLAS Tile Calorime-
ter was studied. The spectrum of muon energy losses was
found to be in very good agreement with theoretical pre-
dictions, and an indication of a non–zero value of the nu-
clear size correction to the bremsstrahlung process was
found. The main limitation on the precision of the mea-
surement was due to to the systematic uncertainty of the
calorimeter energy scale calibration.
In this paper, a measurement performed in 1998 with

180 GeV positive muons incident on a preseries module
of the ATLAS Tile Calorimeter (Module 0) is described.
In this setup muons traversed 5.6 m of finely segmented
iron and scintillators, thereby providing high statistics and
high granularity data. Compared to the past study, the
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Fig. 2. The experimental setup. The muon beam indicated
by the arrow enters in the center of 5.6 m long Module 0 from
the left side. At the downstream end, the large calorimeter was
surrounded below by three 1-meter long small calorimeters and
above by two of them

fiducial region for observing large energy losses is much
longer (115.3 radiation lengths, vs. 17.6 r.l. in [14]) and
contamination from hadrons and muon decays in flight are
eliminated using the first 1.5 m of the muon track in the
calorimeter.
The results are compared with theoretical predictions.

Particular attention is given to muon bremsstrahlung
which is the dominant process leading to large energy
losses. In this region we clearly observed for the first time
the suppression of bremsstrahlung due to the nuclear elas-
tic form factor.

2 Experiment and data analysis

The ATLAS Tile Calorimeter is an iron-scintillator sam-
pling calorimeter read out with wavelength-shifting fibres.
An important feature of this calorimeter is orientation of
the scintillator tiles perpendicular to the colliding beams;
a detailed description of the calorimeter concept, the Mod-
ule 0 and prototypes is given elsewhere [15]. For the pur-
pose of this measurement, the Module 0 and the 1-meter
small modules of the calorimeter were placed in the H8
beam of the CERN SPS, and oriented so that particles
cross the tiles of Module 0 at perpendicular incidence
(Fig. 2). The 5.6 m long Module 0 was surrounded at the
downstream end by three small modules on the bottom
and two on the top (see Fig. 2). The beam entered in the
center of the Module 0.
In this configuration the muon beam traverses peri-

ods of alternating slabs of iron (14 mm) and scintillators
(3 mm); this relatively fine granularity gives an energy
resolution of σ/E = 24%/

√
E[GeV] for electromagnetic

showers. The fibres collecting light from the scintillator
are read out by photomultipliers and are grouped into
sixteen calorimeter readout layers, perpendicular to the
incident muons. The lengths of different layers vary from
13 to 18 radiation lengths of iron (X0).

Particles of the momentum-analysed positive muon
beam, with Eµ = 180 GeV, were detected by three scintil-
lator hodoscopes; the direction of incidence was measured
by a pair of two-coordinate wire chambers.
Approximately 400 000 muon triggers were used in this

analysis. A minimum-ionizing particle signal was required
in the scintillator hodoscopes in order to suppress multi-

Fig. 3. Data contamination by electrons and pions. Full circles
are the positions of maxima of accepted showers with energy
greater than 70 GeV. The curves correspond to the expected
contamination of the data by pion induced showers and by
muon decays in flight. The empty circles indicate the two events
compatible with muon decays in flight

particle events. Only events within a spot of 1.5x1.5 cm2

in the beam chambers were used. In order to eliminate
the very small hadron and electron contamination in the
muon beam, only events that passed through the first five
calorimeter layers (6 nuclear interaction lengths, or 64 ra-
diation lengths) without producing showers were selected
for analysis.
To be accepted, showers were required to have their

maximum between the 6th and the 13th cell. This de-
fined a fiducial region for observing showers of 115.3 radi-
ation lengths. The expected number of remaining hadron–
induced interactions in the fiducial region is less than 2
events. This was estimated by extrapolating the observed
distribution of hadronic showers with maxima in the first
three calorimeter layers. The number of muon decays in
flight within the fiducial region was estimated to be 1.5
events, which is consistent with two events (see Fig. 3)
with no muons downstream of the shower that were ob-
served and excluded from the analysis.
The signal energy scale, i.e. the conversion factor used

to obtain the energy of the showers from the digitized pho-
tomultiplier signals, was measured for the first layer using
an electron beam. It was calculated for all other layers by
equalizing for each layer the values of the Landau peak.
This was obtained by fitting the muon signals with the
convolution of Landau and Gaussian distributions [16].
The muon signal peak in each layer is determined with an
error of about 1%. The intercalibration was crosschecked
with calibration data obtained with a Cs137 gamma source
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Fig. 4. An example of a 100 GeV electromagnetic shower as
seen in the data. The energy Eshower is the sum of energies
in three consecutive layers (hatched) corrected for underlying
track ionization and overlapping showers (see text)

[15] which also have an error of about 1%. The two inde-
pendent calibrations correlate with an r .m.s. of 1.5%.

The quantity to be compared to theoretical estimates
is the differential probability dP/dv of fractional muon
energy loss v per radiation length. The fractional energy
loss v is expressed as v = ∆Eµ/(Eµ − ε), where the muon
energy Eµ is corrected by the energy losses ε in layers pre-
ceding the shower signal. ∆Eµ is the shower energy, which
is calculated excluding the underlying contribution from
the minimum–ionizing track. To obtain ∆Eµ the signals
in three consecutive layers centered on the maximal signal
are summed and then corrected by subtracting the con-
tributions from the muon track ionization and low energy
showers overlapping in the three signal cells.
Two different methods have been used to perform the

shower energy correction. In the first method, the most
probable muon energy loss in the three signal cells is sub-
tracted and then the overlapping shower correction is
made. The latter correction is obtained by extrapolating
the measured differential probability to zero layer thick-
ness. The energy of the shower was evaluated as the sum
of 3, 4 and 5 layers respectively; then dP/dv was calcu-
lated for each of these cases and extrapolated to the case
of zero layers. Thus measured, the contribution of multi-
ple shower events to the differential probability dP/dv is
+23%, +10%, and +2% for v equal to 0.025, 0.06, and
0.15 respectively. These values agree well with the results
of GEANT 3.21 simulations as shown in Fig. 5. The curve
shown on Fig. 5 has been used to correct the values of
dP/dv.
In the figure, one may also see that the subtraction

of the mean muon signal truncated at 1.7 times the most

Fig. 5. The multiple shower contribution to the differential
probability distribution dP/dv. Variables dP/dvm and dP/dv1

denote the differential probability with and without the mul-
tiple showers contribution respectively. The full circles corre-
spond to fractional losses defined as vm = (∆Eµ − Emp)/Eµ,
the empty circles are Monte Carlo predictions. The crosses cor-
respond to fractional energy losses defined as vm = (∆Eµ−1.7·
Emp)/Eµ. The dashed curve is the approximation used to cor-
rect the data

probable value fully eliminates the overlapping showers
contributions. This is the second method to perform the
shower energy correction.
The differential energy loss probabilities were calcu-

lated with the two methods and averaged. The largest
differences 3% are in the low v region. We take ±1.5% as
an estimate of the uncertainty of the overlapping shower
correction.
Finally the differential probability per radiation length

of the fractional energy loss in the i-th interval of v was
calculated as:

dP
dv
(〈v〉) � ∆P

∆v
=
(Ni/Ntot)

∆vi
· 1
115.3

1− cor2(v)
cor1(v)

,

where Ni is the number of events in the i-th interval, Ntot
is the total number of analyzed events, ∆vi is the width
of the i-th interval and 〈v〉 is the mean value of v within
the interval.
The correction factor cor1(v) accounts for the loss of

events of fractional energy v when an other shower of
energy greater than v occurs in the fiducial region. The
event is then counted with the higher of the two v val-
ues (as a consequence of searching for the peak energy
deposition) and the ensuing loss at lower v must be cor-
rected. The factor cor1(v) was calculated as cor1(v) =
1 − 115.3X0

∫ 1
v
(dP/dv)dv using the theoretical value of

dP/dv. The correction was checked by obtaining the dP/
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Fig. 6. The distribution of differential probabilities dP/dv for
the energy loss of 180 GeV muons in iron. The data (full cir-
cles) are compared to the sum of theoretical predictions for
contributing processes described in the text: pair production
(PP), knock-on electrons (KN), bremsstrahlung (BR) and pho-
tonuclear interactions (PH)

dv spectra over smaller fiducial regions (about 1/2 and
1/4 of the full analysis region) and comparing to the spec-
trum in the full region. The correction factor vs. v is thus
obtained experimentally, and is found to be in agreement
with the values calculated from theory. This correction for
non-overlapping showers is important for the low end of
the analyzed spectrum (0.94 for v=0.025) and is close to
1 for v >0.1.
The correction cor2(v) is applied to subtract from the

data the showers that start in the scintillators (and other
light materials) in order to compare the experimental re-
sults to the theoretical energy losses in iron. It varies from
1% to 3% over the range of v.
The lower limit of the analyzed energy loss spectrum

was set to 4.5 GeV, because for this value the signal from
the processes studied in this paper is sufficiently well sep-
arated from the most probable muon signal in three con-
secutive layers, which is about 1.2 GeV. The requirement
to observe a muon downstream of the shower (in order to
eliminate the background from muon decays) limited the
upper edge of the analyzed spectrum to v=0.97.
The measured differential probabilities per radiation

length of iron are given in Table 1 and are plotted in Fig. 6.
The errors quoted are statistical only.
The systematic errors of the energy loss spectrum are

dominated by the uncertainty on the signal energy scale
(±1%) and by the estimated uncertainty on the muon en-
ergy (±1%). The contribution of these uncertainties to the
systematic error on dP/dv varies with energy. It is ±3.4%
at v=0.025 and ±1.6% for v close to 1. The steel absorber

composition is 99.5% iron, 0.4% manganese (with atomic
number very close to iron) and less than 0.1% carbon.
The uncertainty of the total absorber thickness is esti-
mated to be ±0.3% and contributes by the same amount
to the systematic error of dP/dv. The uncertainty of the
overlapping showers correction contributes by ±1.5% to
dP/dv at low values of v. Altogether, the systematic er-
ror on the differential probability of the fractional energy
loss dP/dv varies from ±3.9% at v=0.025 to ±1.9% at the
highest values of v.

3 Theoretical predictions

The theoretical predictions to be compared with these re-
sults are discussed next. Four different mechanisms con-
tributing to the energy loss process have been considered.
Pair production: The Kelner and Kotov expression [17]
for the differential probability per radiation length of
muon energy loss by pair production is(

dP
dv

)
pair

= C
16
π
Z(Z + ξ)α2 1

v
F (Eµ, v) .

The constant C is given by C = X0ρNAr
2
e/A = 1.185 ·

10−2.
Here NA is the Avogadro constant, re is the classical

electron radius and α is the fine structure constant; X0, ρ,
A and Z are the radiation length, the density, the atomic
weight, and the atomic number of iron respectively. The
values of all constants are taken from [18]. The Kelner
and Kotov function F (Eµ, v) for 180 GeV muon losses in
iron is obtained from an interpolation of the tabulated
values for lead and sodium at different energies [17]. The
parameter ξ=0.95 takes into account pair production on
atomic electrons [19].
Knock-on electrons. In order to describe the production
of energetic knock-on electrons, the Bhabha formula [20]
given by Rossi [21] is used (me is the electron mass and
C is defined as above):

(
dP
dv

)
knock−on

= C2πZ
(
me

Eµ

) 1− v
vmax

+ v2

2

v2

· (1 + δrad) ,

where vmax = 1/(1 +m2
µ/2meEµ) is the maximal energy

loss of a muon colliding with an electron (mµ is the muon
mass). Here, vmax =0.94; this kinematic limit produces
visible kinks in the curves in Figs. 1 and 7. The correc-
tion δrad is the combined contribution of the so–called
e-diagrams (photons emitted by the atomic electron) and
α3 - radiative corrections to the knock-on electron pro-
duction [4]. The value of the correction varies slowly from
4% at v=0.025 to about 8% for v close to vmax. The result
of this correction is an almost constant increase of the dif-
ferential probability of total muon energy losses (the sum
of all described processes) by about 2% over the whole v
range.
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Table 1. The measured differential probability values ∆P/∆v per radiation length for frac-
tional energy losses v of 180 GeV muons in iron. The errors quoted are statistical

〈v〉 ∆P/∆v 〈v〉 ∆P/∆v

(2.736 ± 0.002) × 10−2 (2.06 ± 0.06) × 10−2 (1.666 ± 0.003) × 10−1 (5.6 ± 0.4) × 10−4

(2.949 ± 0.002) × 10−2 (1.69 ± 0.05) × 10−2 (1.790 ± 0.003) × 10−1 (5.1 ± 0.4) × 10−4

(3.185 ± 0.002) × 10−2 (1.50 ± 0.05) × 10−2 (1.930 ± 0.003) × 10−1 (4.3 ± 0.4) × 10−4

(3.435 ± 0.003) × 10−2 (1.30 ± 0.04) × 10−2 (2.076 ± 0.003) × 10−1 (3.8 ± 0.3) × 10−4

(3.701 ± 0.003) × 10−2 (1.04 ± 0.04) × 10−2 (2.250 ± 0.004) × 10−1 (3.3 ± 0.3) × 10−4

(3.990 ± 0.003) × 10−2 (9.0 ± 0.3) × 10−3 (2.415 ± 0.004) × 10−1 (3.2 ± 0.3) × 10−4

(4.310 ± 0.004) × 10−2 (8.3 ± 0.3) × 10−3 (2.609 ± 0.005) × 10−1 (2.3 ± 0.2) × 10−4

(4.636 ± 0.004) × 10−2 (6.6 ± 0.3) × 10−3 (2.818 ± 0.006) × 10−1 (2.2 ± 0.2) × 10−4

(5.002 ± 0.004) × 10−2 (5.9 ± 0.3) × 10−3 (3.033 ± 0.006) × 10−1 (2.1 ± 0.2) × 10−4

(5.388 ± 0.005) × 10−2 (5.1 ± 0.2) × 10−3 (3.273 ± 0.006) × 10−1 (1.9 ± 0.2) × 10−4

(5.811 ± 0.006) × 10−2 (4.2 ± 0.2) × 10−3 (3.520 ± 0.008) × 10−1 (1.4 ± 0.2) × 10−4

(6.267 ± 0.007) × 10−2 (3.8 ± 0.2) × 10−3 (3.803 ± 0.008) × 10−1 (1.5 ± 0.2) × 10−4

(6.756 ± 0.007) × 10−2 (2.9 ± 0.2) × 10−3 (4.093 ± 0.009) × 10−1 (1.2 ± 0.1) × 10−4

(7.276 ± 0.008) × 10−2 (2.9 ± 0.2) × 10−3 (4.42 ± 0.01) × 10−1 (1.2 ± 0.1) × 10−4

(7.848 ± 0.009) × 10−2 (2.3 ± 0.1) × 10−3 (4.77 ± 0.01) × 10−1 (1.1 ± 0.1) × 10−4

(8.46 ± 0.01) × 10−2 (1.9 ± 0.1) × 10−3 (5.14 ± 0.01) × 10−1 (7.9 ± 0.9) × 10−5

(9.13 ± 0.01) × 10−2 (1.7 ± 0.1) × 10−3 (5.53 ± 0.02) × 10−1 (6.7 ± 0.8) × 10−5

(9.83 ± 0.01) × 10−2 (1.61 ± 0.09) × 10−3 (5.97 ± 0.02) × 10−1 (4.9 ± 0.7) × 10−5

(1.057 ± 0.001) × 10−1 (1.34 ± 0.08) × 10−3 (6.40 ± 0.02) × 10−1 (4.4 ± 0.6) × 10−5

(1.147 ± 0.002) × 10−1 (1.27 ± 0.08) × 10−3 (6.93 ± 0.02) × 10−1 (3.4 ± 0.5) × 10−5

(1.234 ± 0.002) × 10−1 (1.09 ± 0.07) × 10−3 (7.48 ± 0.02) × 10−1 (4.5 ± 0.6) × 10−5

(1.327 ± 0.002) × 10−1 (8.0 ± 0.6) × 10−4 (8.05 ± 0.02) × 10−1 (3.5 ± 0.5) × 10−5

(1.431 ± 0.002) × 10−1 (7.9 ± 0.6) × 10−4 (8.66 ± 0.03) × 10−1 (2.4 ± 0.4) × 10−5

(1.541 ± 0.002) × 10−1 (7.0 ± 0.5) × 10−4 (9.33 ± 0.03) × 10−1 (1.7 ± 0.3) × 10−5

Bremsstrahlung. The expression for bremsstrahlung is
usually written as:

(
dP
dv

)
bremsstrahlung

= C4Z2α

(
me

mµ

)2 1
v

×
(
4
3

− 4
3
v + v2

)
Φ(δ(v)),

where the screening function Φ depends on the minimum
momentum transfer to the nucleus δ = m2

µv/2Eµ(1− v).
The screening function consists of several terms:

Φ(δ) = Φ0(δ)− fcoul − ∆el
a (δ)− ∆el

n (δ)

+
f inel

a (δ)
Z

+
f inel

n (δ)
Z

.

The main term Φ0(δ) corresponds to muon bremsstrahl-
ung on the Coulomb center in the Born approximation.
The value of Φ0 is 9, 5.5 and 0 for v equal to 0.2, 0.9 and 1
respectively. The term Φ0(δ) is known to better than 1%.

The value of the correction factor fcoul for iron is 0.042.
It is given in [22] for electron bremsstrahlung, and in [5]
for muons.

∆el
a is the correction for screening of the nucleus by

atomic electrons. ∆el
a is known to about ±2%. This cor-

rection varies from 0.5 for v = 0.2 to 0 for v → 1.

The effect of the nuclear form factor is described in [4]

∆el
n (δ) = ln

(
e∆el

n

1 + δ(e∆el
n

√
e − 2)/mµ

)
� ∆el

n

and is approximated by a constant ∆el
n . Values of ∆

el
Fe

between 0.5 and 1.5 are predicted by different theoreti-
cal calculations. All these corrections decrease the cross
section.
The last two corrections account for inelastic processes

with atomic electrons and the nucleus. The corrections are
positive; however, they are suppressed by a factor 1/Z.
The atomic inelastic correction describes the contribution
of the so–called µ-diagrams (the photon is emitted by the
incident muon in a muon-electron interaction). For the
correction to the integrated losses, this is usually taken
into account by replacing the Z2 term in the cross section
formula by the term Z(Z + ξ) with ξ close to 1. For the
differential spectrum given here, the expression [4]:

f inel
a (δ)
Z

=
1
Z

(
ln

mµ/δ

δmµ/m2
e +

√
e

−ln

(
1 +

1
δ
√
eB′Z−2/3/me

))

is used.
The value of the correction is about 0.3 for v =0.2 and

is close to 0 for v → 1. The value of the correction is known
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Fig. 7. Determination of ∆el
Fe, the elastic nuclear form factor

correction to muon bremsstrahlung. The data (full circles) are
compared with theoretical predictions with ∆el

Fe = 0 (horizon-
tal line at 0) and the fit to the data with ∆el

Fe=1.63 shown
by the curve. The effect of systematic errors is shown by the
two curves around zero. For comparison, the data of [14] are
plotted by crosses. The error bars are the quadratic sum of
statistical and systematic errors. The upper horizontal scale is
in units of the product of the Bohr radius of the iron atom (a)
and the minimal momentum transfer to the iron nucleus (δ).
The values of aδ determine the regions of screening (aδ ≤ 1)
and of no screening (aδ ≥ 1) of the nucleus by atomic electrons

to better than ±0.5%. The nuclear inelastic correction is
expressed as a function of the nuclear elastic correction:

f inel
n (δ)
Z

=
∆el

n (δ)
Z

.

Photonuclear interactions: Photonuclear interactions
also contribute to the muon energy loss. The probability
calculated by Bezrukov and Bugaev [23] is given in [24]
(see the detailed description of different terms there):(

dP
dv

)
photonuclear

= C

(
AσγN (ε)

πr2
e

)
α

2
vΓ (Eµ, v),

The contribution of photonuclear interactions is about
1% for the lowest value of the measured fractional loss v
and about 5% for the highest v value. The energy loss,
however, is underestimated by summing the energy depo-
sition in only three layers of Module 0 and also because the
response of the calorimeter to hadrons is lower than that
for electrons (e/h=1.34 [15]). Using pion beam data it was
estimated that about 75% of the energy of photonuclear
hadronic showers is contained in three consecutive layers.

Table 2. The sources of systematic errors of ∆el
Fe

Source variation of ∆el
Fe

acceptance ±0.07
energy scale ±0.20
multiple showers ±0.10

combined experimental ±0.23

pair production ±0.06
knock-on electrons ±0.05
bremsstrahlung ±0.08
diffractive correction +0.14
photonuclear ±0.09

combined theoretical ±0.20
0.14

Altogether, the contribution to dP/dv of photonuclear in-
teractions was about 2.5% in the region of highest energy
losses.

4 Comparison of experiment and theory

It Fig. 6 the experimental energy loss spectrum is com-
pared to the sum of the four contributions described above.
The experimentally obtained differential probabilities

of muon fractional energy loss per radiation length of iron
are given in Table 1 and plotted in Fig. 6. The theoreti-
cal values, which are the sum of the predictions for the
four processes described above, are in very good agree-
ment with the experimental results over the range of frac-
tional energy losses v from 0.025 to 0.12. This is the re-
gion of screening of the nucleus by the electron cloud,
where the Bohr radius of iron in the Thomas-Fermi model,
a = 2.19·105 GeV−1, and the minimum momentum trans-
fer to the nucleus δ, defined above, fullfill the relation:
1/δ ≥ a. In this region only larger momentum transfers,
corresponding to radii inside the electron cloud, effectively
contribute to bremsstrahlung, while the electron cloud
screens the processes with smaller momentum transfer.
The region v ≥ 0.12 is the region of no screening. In

this region the dominant process for muon energy losses
is bremsstrahlung (see Fig 6). With these new and more
precise data it is possible to measure the value of ∆el

Fe
in this region. The nuclear elastic form factor correction
∆el

Fe is not known experimentally, and there are several
theoretical predictions, which vary from 0.5 to 1.5 [9,28,
27,26,25,4,5,29]. The value of ∆el

Fe = 1.5 corresponds to
approximately a 15% reduction of the total muon energy
losses at v=0.75 compared to the losses for ∆el

Fe = 0.5.
Theories also differ in the prediction of the nuclear size

correction to muon bremsstrahlung in the region of screen-
ing. It is predicted to be negligible in [30], while the value
of about 1.5 (the same as for the region of no screening)
is predicted in [4,25,5,29]. The results of this experiment
are insensitive to its value in the region of screening (low
values of v), because in this region the bremsstrahlung
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Table 3. The comparison of the theoretical predictions and the measured value of
the iron nuclear elastic form factor correction ∆el

Fe. The value of σ∆el
F e

used is the
quadratic sum of statistical, systematic and theoretical errors

Reference ∆el
Fe(theory) ∆el

F e(theory)−∆el
F e(meas)

σ
∆el

F e

[9,28] 0.52 -3.5
[27] 0.68 -3.0
[26] 0.90 -2.3
[4,25] 1.52, 1.49 -0.3
[5,29] 1.44 -0.6

This measurement: 1.63 ± 0.17stat ± 0.23syst±0.20
0.14theor

process contributes only a small part of the total energy
loss probability.
The data have been compared with theoretical predic-

tions using the value of∆el
Fe = 0 (see Fig. 7). The deviation

from a flat distribution is an indication of a non zero value
of ∆el

Fe. Its value has been measured by fitting the data to
the theoretical predictions with ∆el

Fe as a free parameter.
The result is shown in Fig. 7.
The combined effect of systematic errors due to un-

certainties in the acceptance, energy scale and multiple
shower corrections is shown in Fig. 7 by two lines around
the zero.
The errors of the theoretical predictions must also be

considered. We estimate that the pair production process
spectrum has an error of ±3%, mainly due to the interpo-
lation of the tabulated function F (Eµ, v).
The main possible source of theoretical uncertainties

in ∆el
Fe is the description of the electron knock-on process,

because it gives the second–largest contribution to energy
losses (after bremsstrahlung) in the high energy region.
The radiative correction to knock-on electron process δrad

was assigned a conservative error of 30%.
For the bremsstrahlung process, an error was estimated

for each of the individual terms of the screening functions
given above. As shown in [6], for positively charged muons
bremsstrahlung should be corrected for diffraction of a
hard photon on a nucleus. The correction increases the
bremsstrahlung cross section of 180 GeV muons in rock
by about 4%. The correction of 2.5% for iron has been es-
timated using the A and Z dependence of the diffractive
cross section.
An error of ±30% for the contribution of the photonu-

clear interactions has been assumed. All systematic errors
are summarized in Table 2.
Finally, the result for the nuclear elastic form factor

correction to muon bremsstrahlung in iron is:

∆el
Fe = 1.63± 0.17stat ± 0.23syst±0.20

0.14theor.

5 Summary and conclusions

The results on muon energy losses in iron reported in this
paper are statistically in agreement with those previously

published by the same authors [14]. They confirm that
the description of the entire muon energy loss spectrum
by a combination of electromagnetic processes is entirely
adequate. However the new results are a significant im-
provement on the previous ones [14] because of the much
larger size of the detector, which in turn allowed a more
precise and sophisticated analysis and smaller systematics.
Specifically, the readout segmentation in the muon direc-
tion made it possible to cross–check with the data the pro-
cedure to eliminate the signal from overlapping showers,
as well as the correction for non-overlapping showers in the
fiducial region. Also, in this paper the energy scale of the
muon–induced showers is determined and cross–checked
with independent calibration data, thereby greatly reduc-
ing the contributions to the error on the energy loss spec-
trum from this source.
The sensitivity achieved for higher fractional energy

losses allowed to measure for the first time the effect on
muon bremsstrahlung of the nuclear elastic form factor.
The theoretical predictions vary from no effect to a -30%
effect at the upper end of the energy loss spectrum. The re-
sults are precise enough to discriminate between different
theoretical calculations; specifically, they are in agreement
with two sets of predictions ([4,25] and [5,29]), while they
differ from three other sets by 2.3 to 3.5 standard devia-
tions (see Table 3).
The experimental results obtained in this paper sup-

port the calculations of muon stopping power and range
given in the tables of [31], which are based on the same
formulae for electron–positron pair production and brems-
strahlung as this paper, and on the value of the nuclear
elastic form factor given in [4].
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