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Abstract

Semileptonic decays of heavy quarks yield prompt leptons which can be used to
identify events resulting from the decays of the Z into c¢¢ and bb pairs. The proce-
dures adopted to obtain clean samples of inclusive leptons with the ALEPH detec-
tor are described. Electron identification makes use of ionization measurements
in the tracking system of ALEPH and the shape of showers in the electromagnetic
calorimeter. Muons are identified using the tracking capabilities of the Hadron
Calorimeter, together with the Muon Chamber information. Distinguishing the
sources of prompt lepton production requires the determination of the lepton’s
transverse momentum with respect to the parent hadron’s flight direction. As
the latter is not directly measurable, the results of an algorithm are presented
which uses the information produced by the ALEPH detector to achieve the most
effective axis from which the transverse momentum should be measured.
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1 Introduction

Approximately 20% of the decays of hadrons containing a c or b quark give a direct
electron or muon, and this may be used to identify (tag) c¢ and bb final states
in Z decay from e*e~ annihilations at LEP. Such leptons form approximately
1% of all charged particles produced and hence to achieve a satisfactory tagging
performance a detector must have excellent hadron rejection as well as efficient
lepton identification. True leptons also result from Dalitz decays and photon
conversions to electron pairs, and from the decays of charged m or K mesons to
muons. These are referred to as non-prompt leptons, even though Dalitz electrons
originate near the primary interaction point.

In this paper the procedures which are adopted with the ALEPH detector for
the isolation of a pure sample of prompt final state leptons in hadronic Z decays
are described. In sections 2, 3 and 4, brief descriptions of the ALEPH detector,
the selection of hadronic Z decays and the basic tagging procedures are given.
These are followed in sections 5 and 6 with detailed descriptions of the algorithms
used to identify electrons and muons and to minimize background to the prompt
sample.

The various sources of prompt leptons are distinguished primarily on the basis
of their momenta and transverse momenta with respect to the direction of the
decaying hadron. In section 7 there is a discussion of the choice of the axis
from which the transverse momentum should be defined to achieve maximum
separation of the primary b decay signal. This is based on the predicted responses
of the ALEPH detector to simulated events containing semileptonic primary and
secondary b decays, and primary ¢ decays. These techniques are used in several
analyses, particularly those in reference (1].

2 The Aleph detector

The ALEPH detector has been described in detail elsewhere [2]. Charged tracks are
deflected by a 1.5T magnetic field coaxial with the electron and positron beams
and measured by three cylindrical position detectors, a two plane silicon vertex
detector (VDET), with both r — ¢ and 2 readout, and 8 layer axial drift chamber
(ITC) and a large time projection chamber (TPC) which provides 21 space points
for fully crossing tracks. All three detectors cover 70% or more of the solid angle
and yield a momentum accuracy

§P/P =0.0006P (Pin GeV/c)

The ITC and TPC alone cover 95% of the solid angle and yield a momentum
accuracy of §P/P = 0.0008P. The TPC also provides up to 330 measurements of
the specific ionization, dE/dz.



Outside the TPC but inside the coil is the electromagnetic calorimeter (ECAL)
which is constructed of 45 layers of lead interleaved with proportional wire cham-
bers. It has an energy resolution

SE/E=0.19/VE+0.01 (Ein GeV)

It is used, together with the d E/dz measurements to identify electrons.

The hadron calorimeter (HCAL) is formed by the iron of the magnet return
yoke interleaved with 23 layers of streamer tubes which provide a two dimensional
measurement of muon tracks and a view of the hadronic shower development. It
is surrounded by the muon chambers, which are double layers of streamer tubes
with three dimensional digital readout at 7.5 hadronic interaction lengths from
the primary interaction point. Muons are identified using the digital readout from
both the muon chambers and the HCAL.

Additional details on the ALEPH detector are found in the appropriate follow-
ing sections.

3 Data sample selection

Hadronic events are selected using charged track information alone. At least 5
tracks must be reconstructed by the TPC in the event, and they must satisfy the
following requirements:

e the number of TPC three-dimensional points used in the fit for the track
helix must be at least four. This eliminates most fake tracks and badly
fitted ones.

e the track must pass through a cylinder centred around the fitted average
beam position, with a radius of 2 cm and a length of 10 cm. This cut
rejects badly fitted tracks or particles originating from a vertex far from the
interaction point, as well as cosmic background.

e the track must make an angle greater than 18.2° with the beam axis; this
ensures that at least six pad rows in the TPC are traversed.

A cut on the total visible charged energy is applied in order to remove two pho-
ton events and beam-gas interactions; the sum of energy of all the reconstructed
charged tracks must be greater than 10% of the centre of mass energy. The total
efficiency of this selection is 97.5% [3]. This is independent of flavour to better
than 0.1%, although cuts applied later in defining the jet direction introduce a
larger bias of typically 0.6%. The background contamination from two-photon
events and Z = 7+7 is less than 0.3%.

For lepton identification, tighter cuts with respect to those defining a “good
track” for the hadronic selection are applied, in order reduce backgrounds from
hadron decays in flight (7, K — u*) and photon conversions:
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e at least 5 reconstructed TPC points
e dy < 5 mm

where do is the minimum distance of approach between the track and the fitted
beam centroid, in the z — y plane.

4 Basic principles of heavy flavour lepton tag-
ging with Aleph
Lepton candidates arise from the following sources:

¢ Prompt leptons from primary b decay, b — ¢~ X.

Prompt leptons from secondary b decays, b — ¢ — f¢*v X and
bor—0-0X.

Prompt leptons from primary c decay, ¢ — ¢*v X.

e Non-prompt electrons from 7° and n Dalitz decays, 7°(n) — e*e~~ and
photon conversions, v — ete-.

¢ Non-prompt muons from charged 7 and K decay, *(K*) — uty,.

¢ Hadrons misidentified as leptons.

The tools to distinguish these are the lepton candidate’s momentum, its trans-
verse momentum with respect to an axis approximating the decaying hadron di-
rection and the distance between the track and the interaction point at the point
of closest approach (dj).

In heavy flavour production at LEP the final state heavy flavour hadron al-
most invariably contains one of the original quarks from the Z decay, and this
results in the heavy hadron having a harder momentum spectrum than the light
hadrons which are formed in the hadronisation process. Simple kinematics sug-
gests that the hardness of the spectrum will increase with the quark mass and
the data support this. The momentum spectrum of the hadron is parametrised
by means of a fragmentation function and for this analysis the fragmentation
scheme of Peterson et al. [4] has been used. This has one flavour dependent pa-
rameter which determines the hardness of the spectrum. The values used [1] are
€ = 0.0032 £ 0.0018 and e, = 0.066 + 0.014. Using the parton shower version of
JETSET, these correspond to mean energies of the b and ¢ hadrons with respect
to the beam energy of 0.714 + 0.012 and 0.487 + 0.011 respectively.

This hard spectrum results in energetic leptons from both primary b and ¢
decays. This makes a lower cut on the momentum of the lepton very effective for
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discrimination of the prompt signal from both misidentified hadrons and (partic-
ularly) from conversions and Dalitz electrons which have a very soft spectrum.
With the ALEPH detector, muons require 3 GeV/c to traverse the iron of the
hadron calorimeter and reach the muon chambers with certainty. Consequently,
only leptons with momentum greater than 3 GeV/c are considered for tagging
purposes. Secondary prompt leptons from b decay have a softer spectrum than
primary ones but still have a harder one than the background sources.

Photon conversions into e*e™ pairs create many electrons; typically 20 photons
are produced per Z decay, of which 10% will convert in the beam pipe, the VDET,
the ITC or the inner wall of the TPC. However, virtualll‘y:all of these are easily
eliminated by the momentum cut, the requirement that do be less than 5 mm,
and an algorithm which examines electron candidates for evidence that they could
originate in conjunction with an opposite sign track at a point consistent with
material in the detector and with a total mass of the two candidates of less than
20 MeV. Such electrons are valuable for estimation of the efficiency of the electron
identification procedures.

The most important variable to discriminate primary b decays from other
b and c decays is the transverse momentum, p;. This reflects the momentum
distribution in the centre of mass of the heavy hadron and is much harder for
primary b decays due to the greater mass of the b hadrons. As the direction of the
b hadron is not perfectly known, there is ambiguity over the reference direction
which should be taken for the definition of the transverse momentum. This is
crucial for the effectiveness of the separation procedures, and it is discussed in
detail in section 7.

The rest frame momentum distribution for leptons from semileptonic decays
of b hadrons is not perfectly known; it is the subject of a number of theoretical
studies and has been measured for the upper part of the spectrum by both the
CLEO and ARGUS experiments. For the Monte Carlo simulation, the model of
Altarelli et al. [5] has been used with the parameters chosen to give agreement
with the rest frame spectra from the T (4S5 ) experiments. Other models, when
fitted to the same data, yield slightly softer momentum spectra. However the
differences are unimportant for the tagging investigations described in this paper.

The p, of the lepton will be defined with respect to the nearest Jet axis,
excluding the lepton itself (see section 7).

5 Electron identification

Electron identification makes use of the d E/dz measurement in the TPC and the
shape of showers in the ECAL. Basic measurements (ionization in the TPC, the
pattern of energy deposition in the ECAL) are expressed in terms of normally
distributed estimators on which cuts are applied to select electron candidates.



The redundancy of the TPC and ECAL information allows the performance of each
estimator to be measured directly on data over a large part of the acceptance. The
TPC is more effective at low electron momenta and the ECAL at higher momenta.

5.1 Electron identification in the TPC

In the TPC, the electrons liberated by a particle passing through the gas drift
parallel to the beam line to the endplates of the TPC volume, where they are
measured by the pulse height of the signal they cause on the endplate wires.

R;: The parameter measuring specific ionization. For each track in the
TPC, the dE/dz is measured only when more than 50 (of a possible 330) isolated
wire hits can be associated to the track. Of the measurements for the track,
only the lowest 60% are taken and averaged, to avoid the large fluctuations of
the Landau distribution. Each measurement is corrected for the length of the
track that it has sampled. For physics analyses, a cut of 50 or more good wires
is sufficient, and the efficiency of this requirement is given as a function of p; in
figure 1 for tracks between 5 and 8 GeV/c. The efliciency is measured using all
the tracks in order to obtain better statistical precision than can be obtained with
the electrons alone. The lower efficiency at low p; is because it is more difficult
to unambiguously assign a wire hit to a track (tracks are reconstructed using pad
data) in the centre of a jet.

Bhabha events are used to locate the plateau of ionization for ultrarelativistic
particles, whilst muons from Z — p*p~ and Z — 7+7~ events are used to cali-
brate the relativistic rise. Tracks in hadronic events are also used to calibrate the
dE/dz. These tracks are binned in momentum and each momentum bin is fitted
to a sum of four contributions, for electrons, pions, kaons and protons. The pions
are used for the relativistic rise, and all hadrons for the low velocity region.

All particle types are fit to a modified Bethe-Bloch formula with eight free
parameters:

dE P,
<E> = 5(—;3) [P + 21og,0(87) — B — 4]

where the density function 4 is a polynomial of order 5 in In(37).

The resolution of the dE/dz values, measured with minimally ionizing pions,
is 5.5% when more than 150 measurements are obtained [6].

For each track, the dE/dz is compared to that given as the result of the above
calibration with the hypothesis that the particle is an electron. The difference is
expressed

3 dE [dz — <%>

OdE /dz
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Figure 1: Fraction of tracks with 50 or more good dE/dz measurements, for tracks
between 5 and 8 GeV/c in the data. ECAL identified electrons are shown as dots,
and all tracks are shown with the solid line as a function of p1. The final bin
includes all tracks with a p, of 1 GeV/c or more.

Figure 2: The number of standard deviations, R;, from the dE/dz electron hy-
pothesis as a function of momentum for a sample enriched in electrons with the
pair finder, as explained in section 5.3.



For a pure sample of electrons, such as is obtained from v = ete™, R is very close
to a gaussian of mean zero and width one. Figure 2 shows the d E/dz measurements
as a function of track momentum, for a sample enriched in electrons with the pair
finder as described in section 5.3. R; is required to be greater than -2.5.

5.2 Electron identification in the ECAL

Both the compactness of the electromagnetic energy deposition around the original
particle direction and the longitudinal shape of the shower are exploited.

The electromagnetic calorimeter is composed of three parts: the barrel which
covers the angular domain |cosf| < 0.78, and the two endcaps which cover
0.73 < |cosf| < 0.97. The small region covered by both the barrel and the
endcap is called the overlap region. The ECAL is made of 12 modules in @ in both
barrel and the endcaps. A module is formed from 45 layers of lead and propor-
tional chambers. The readout of the chambers s made with segmented cathode
pads connected projectively to form towers which cover approximately an angle
of 0.8° x 0.8°. In each module, pads are connected in three stacks which give a
depth segmentation corresponding to 4, 9 and 9 radiation lengths. Hence a tower
has three parts: each of them is named a storey in the following.

The size of pads varies continuously in the barrel in order to maintain the
angular size of the towers, but the situation js more complex in the endcaps. These
are divided into three zones; in each zone the size of the pads varies continuously
but there is a step going from one zone to the next. This introduces a geometrical
effect which is taken into account for electron identification in these regions.

Rr: The parameter measuring electromagnetic shower size. Each charged
track is extrapolated from the end of the TPC along a straight line and a crossing
point is computed in each of the 3 stacks of the ECAL. This allows the determi-
nation in each stack of the four storeys closest to the extrapolated track. The
electron estimator Rt is defined:

Ry = Esfp - (Ea/p)

TE4/p

where:
® p is the momentum of the charged track measured in the TPC,

e E,=Y,,F} xCor(p); FEi(i= 1,4; j = 1,3) is the energy deposited in the
i** selected storey of the 7t stack, and Cor(p) is a correction factor taking
into account effects which are momentum dependent. For low momentum
tracks, the deposited energy is corrected for zero suppression and energy lost
in the inactive volumes of the ECAL, although this is negligible for energies



larger than 3 GeV. For smaller energies, the variation of the average value
of E4/p with p was studied with y4 — ete~events and taken into account
in the computation of Ry. The rear leakage effects are very small even at
the highest energies, but are taken into account.

e (E4/p) is the mean energy fraction deposited by an electron in the four
central towers. Its value is constant with the momentum, and is equal to
0.85 in the barrel region; in the endcaps this fraction increases to 0.89 due
to a geometrical focusing effect induced by the magnetic field.

® 0g,/p is the resolution expected on the ratio; the resolution of the ECAL is
worse than the resolution of the TPC up to 25GeV, which is the range of
interest for the present study.

The Rr estimator is most efficient for hadron rejection when the momentum
of the track is high.

Rp: The parameter measuring electromagnetic shower depth. The shape
of energy deposition induced by an electromagnetic shower is described by [7]:

_Llde _ p°
W=%& = T

ta-—le—ﬁt (1)

where:
e « and f are free parameters

e t is the depth in radiation length units

E, is the total energy of the particle

['(a) is the Euler function which normalizes f(t)

Electron identification relies on the study of the first moment of the longitu-
dinal energy distribution f(¢):

a
<t>=—

B

A normally distributed estimator has been built using the results of a study with
electrons from test beams with energies varying from 10 to 50 GeV. It has been
shown that 1/ < ¢ > has a gaussian distribution [8]. This result has also been
obtained and extended to low=r energies with the EGS4 simulation [9]. The test
beam studies have also shown that the 1/ < t > parameter is independent of the
angle of the incoming particle.

In the data < ¢t > is computed using the energy deposited in the three stacks,
with an iterative procedure which assumes at each step that the shape of the
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shower is given by equation (1). This converges very quickly for electrons with
energy larger than 3 GeV and rejects hadrons since in general hadronic showers do

not fit the shape of an electromagnetic shower. A normally distributed estimator,
Ry, is defined by:

R = (/B/a — </B/a >)
L=
o(B/a)

The momentum dependencies of < 8/a > and o(3/a) are parametrised using
electrons selected in hadronic events with severe Rr and R cuts; electrons orig-
inating from Bhabha events are also used. The longitudinal profile information
is computed on the truncated shower containing only the storeys in each stack
selected to compute Rr. This is to minimize the influence of a possible overlap of
two clusters produced by two different charged or neutral particles. This slightly

affects the parametrisation of < #/a > with respect to the shape of a fully isolated
shower.

5.2.1 Electron identification in the overlap.

The overlap of the ECAL is the region where a particle coming from the centre of
the apparatus develops a shower in both the ECAL barrel and endcap. This region
is 4.2% of the angular coverage of the ECAL. There are two problems specific to
this region:

o Loss of energy in the dead region between the barrel and endcap, which
affects the shape of the shower.

o Leakage through the rear of the calorimeter due to the smaller thickness of
the ECAL in this region (~ 16 Xp).

The analysis of the overlap region is quite complex. It has to take into account
that the dead regions depend on both polar and azimuthal angle and that the
losses vary with the particle momentum. The azimuthal dependence is due to
cables and the TPC feet.

These are taken into account with two factors; one for leakage through the
rear, which depends only on # and ¢. The other is for the loss in dead zones
of the overlap region, which depends on both the dead material thickness and
the fraction of energy found in the barrel region. These corrections have been
parametrised from test beam data [10].

5.2.2 Cuts on Ry and Rj, for electron identification.

Figure 3 shows the distribution of Ry versus Ry for a sample of tracks enriched in
photon conversions. The electron and hadron contributions are clearly separated,



and the following cuts on Rt and Ry are optimized to maximize hadron rejection
with a limited efficiency loss:

-1.8 < Rp<3.0 (2)
-16 < Ry

No upper cut is applied on the Rr estimator because the four central towers
associated to an electron can contain additional energy from a bremsstrahlung
photon.

é— 6 [ T T T ‘.l.. ~< ':- ‘ ) Y

ALEPH |

Figure 3: The estimators for electron candidates, from tracks selected with the
pair finder criteria.

5.3 Measurement of electron identification efficiency

This efficiency is directly measured with data using the pairs produced by photon
materialization in the beam pipe, VDET, ITC and inner wall of the TPC.

5.3.1 Identification of converted pairs

To find ete™ pairs from photon conversions in the detector material, each track
is paired with all the tracks in the event with an opposite charge. Each possible

10



pair is described in terms of the distance between the reconstructed trajectories
of the two particles in the r — § and r — ¢ planes, computed at the point of closest
approach, and in terms of the mass of the pair assuming electron masses for both
particles. Both distances are required to be smaller than 1 cm, and the mass must
be smaller than 20 MeV//c2.

With these cuts, the sample used for figure 3 still has a large hadronic contam-
inant. A sample with 98% purity is obtained from this sample by applying ECAL
and dE}/dz electron identification cuts, and by requiring that the materialization
point be in a part of the detector known to have a high density of material. Two
selection criteria are used, and tracks which pass either are taken for the efficiency
measurement.

e For the first criterion, ECAL and dE/dz cuts are applied to the other track
of the pair. The pair must originate from the VDET, the walls of the ITC
or the inner wall of the TPC. Both tracks are required to have momenta
greater than 3 GeV/c.

e For the second criterion, the track itself must pass a hard cut on dE/dz
(Rr > -0.5) and originate from the ITC outer wall or TPC inner wall.

The structure of ALEPH can be clearly seen in figure 4, which plots the radius of
materialization perpendicular to the beam line.

5.3.2 Electron identification efficiency

The efficiency of the electron identification by the ECAL is measured with respect
to p, p. and 0 of the track; this is summarized in tables 1 and 2, and in figure 5.
Table 2 shows no evidence for a momentum dependence, as expected from the
definition of the estimators. The falloff in the efficiency in the overlap and endcap
region is due to the greater number of cracks in those regions.

[ cosd | 0.00-073 [ 0.73-0.78 [ 0.78-0.90 | 0.90-0.95 |

p1<0.25GeV/c | 0.825 + 0.012 | 0.658+0.039 0.710+0.021 | 0.770+0.036
P1>0.25GeV/c | 0.833 £ 0.009 | 0.753+0.027 0.7214+0.017 | 0.724+0.033

Table 1: Efficiency of the ECAL for electron identification for p > 3 GeV/c. Above
PL > 0.25GeV/c, this efficiency is independent of p, .
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Figure 4: Materialization radius of converted pair candidates with one track sat-
isfying the electron identification criteria as explained in the text. The five peaks
correspond to: 1) Dalitz pairs, 2) Beam pipe and first layer of the VDET, 3)
second layer of the Vdet and inner wall of the ITC, 4) Outer wall of the ITC and
5) Inner wall of the TPC. The continuum production between 15 and 25 cm is
from wires and gas in the ITC.
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Figure 5: Efficiency of electron identification in the ECAL as a function of polar
angle, as measured from photon conversions. The efficiency due to the cut

| cos @ |< 0.95 is not included.
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P(GeV/c) 3-5 5-8 > 8
€ 0.79 £+ 0.01 | 0.79 £+ 0.01 | 0.76 £ 0.02

Table 2: Efficiency of the ECAL for electron identification with respect to the
electron momentum

5.4 Measurement of the contamination of the electron sam-
ple

The purity of the electron sample selected with the ECAL is measured from the
dE/dz information.

Figure 6 (a, b, c) shows the R; distribution for ECAL electron candidates in
various momentum ranges. The gaussian from the electrons dominates, but the
residual hadronic contamination is not negligible. The hadronic contamination
is estimated by fitting the R; distribution of the electron candidates in a (p,p.)
region to the function

N°f*(Rr) + N*f*(Rr)
Where:

e N°and N* are the numbers of electrons and hadrons present in the sample.

e f°is a gaussian with free average and width which gives the shape of the
electrons in the sample. The results of the fit are consistent with an average
of zero and a width of one.

e f* is the shape of the hadron R; distribution. fj is taken to be the distri-
bution of tracks which are selected as hadrons in the ECAL with Ry < —2.3,
R < —-2.3.

The electron contribution is then subtracted from the data as shown in figure 6
(d, e, f) and the hadronic contamination is that part of the difference which passes
the dE/dz cut of —-2.5.

The above procedure is tested on Monte Carlo where the agreement between
the Monte Carlo fit results and the truth values is satisfactory, as shown in figure 7.
This figure shows also the misidentification probability directly extracted from
data and used to compute the hadron contamination in the lepton sample. A large
discrepancy in the misidentification rate is observed at low momenta between data
and Monte Carlo, and hence the necessity to recalibrate the Monte Carlo from
the data, as done in reference [1].
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Figure 7: Probability of identifying a hadron as an electron, vs. momentum, before
the dE/dz cut: (a) for p, < 0.5GeV/c, and (b) for p, > 0.5GeV/c. The crosses
indicate the values given by the Monte Carlo, the squares give the values as a
result of the fitting procedure when applied to the Monte Carlo, and the solid
circles are the results of the fit when applied to the data.
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5.5 Electron identification combinin

isation

The standard electron identification re

teria as defined in sections 5.
identification methods provid
smaller than 0.003 as shown

identification efficiency for electrons is

1 and 5.2

in figure

g calorimetry and ion-

quires that both the ECAL and dE/dz cri-
are met. The simultaneous use of the two
es a misidentification probability for hadrons always
8. The (p,p,) dependence of the overall
given in table 3.

[ p(GeV/o) [ 30-50 5.0 - 8.0 >80 |
P1<0.25GeV/c [ 0.551£0.012 | 0.532£0.020 | 0.526£0.038
0.25<p, <0.50 GeV /c | 0.609:0.019 | 0.536:0.028 | 0.53140.031
0.50<p. <0.75 GeV/c | 0.639+0.038 | 0.654+0.020 | 0.649+0.028
P1>0.75GeV/c | 0.767+0.012 | 0.731+0.027 | 0.700+0.028

Table 3: Efficiency of the standard electron identification

6 Muon identification

Muons are identified in ALEPH using the tracking capabilities of the Hadron
Calorimeter, together with the Muon Chamber information. The Hadron Calorime-
ter (HCAL) consists of 23 layers of plastic limited streamer tubes separated by 5 cm
thick iron slabs. The iron also serves as return yoke for the magnet and the main
support for the ALEPH apparatus. Each streamer tube has an actjve cell size of
9 X 9 mm?, a separation wall of 1 mm and is coupled capacitively on one side to
pads which form towers for the measurement of the hadronic energy. On the other
side, the streamer tubes are coupled to 4 mm wide aluminium strips which run
parallel to the tube. The aluminium strips are used to produce a digital signal
whenever the particular cell fires. Muon identification in the HCAL involves extrap-
olating a TPC track through the calorimeter and counting how many HCAL digital
hits fall in the neighbourhood of the extrapolation. This allows the discrimination
of particles which penetrate through the whole depth of the calorimeter.

Each track with momentum greater than 1.5GeV/c is extrapolated (as if it
were a muon) through the HCAL material taking into account a detailed magnetic
field map and estimated energy losses. A “road” is opened around the extrapo-
lated track, whose width is three times the standard deviation on the estimated
extrapolation due to multiple scattering. An HCAL plane is said to be expected to
fire if the extrapolated track intersects it within an active region; the plane is said
to have fired if a digital hit lies within the multiple scattering road. For a‘hit to
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be counted, the number of adjacent firing tubes must not be greater than three.
Tracks are considered for muon identification if their momentum is greater than
3 GeV/c; this ensures that all muons exit the HCAL, independent of their crossing
angle.

The HCAL plane efficiency is mapped in a detailed way in the simulation, using
7 — p*p~ events which have been selected with an algorithm which does not make
use of the HCAL information.

The statistical precision which has been obtained on the plane efficiency is
about 1% for the barrel and 2% for the endcaps and the average plane efficiency
turns out to be about 75%. The inefficiency is due to the presence of plastic walls
between tubes (13%), to geometrical dead zones within the planes (7%), and to
readout inefficiencies (5%).

6.1 HCAL selection

Muons are identified with cuts consistent with a track which penetrates through
the whole depth of the HCAL without showering. Such cuts are independent of
momentum, since a muon above 3 GeV /c escapes the detector, and test beam data
show that there are no differences in the tube firing efficiency for muons from 5

to 50 GeV/c.
The cuts used to define a penetrating track are

® Nygir/Nezp > 0.4
L Ne:r:p 2 10
e Nip>4

where N..p, Nyir and Njo are, respectively, the number of expected planes, the
number of actually firing planes, and the number of firing planes within the last
ten expected for the track. These cuts select penetrating particles and are suitable
for isolated muons. To enhance the rejection power against hadron background
the typical features of the digital pattern created by a hadron shower in the HCAL
are used to discriminate hadrons from muons. A variable (Xmu:) is computed by
counting all the HCAL digital hits in the last eleven planes within a wide “road”
(expanding from 20 cm to 30 cm) around the extrapolated track. The result is
normalized by dividing by the number of firing planes so that Xomuit TEPresents the
average hit multiplicity per firing plane and hence gives a measure on the lateral
size of the digital pattern linked to the track.

The cut applied for muon identification is

Xmults 1.5
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quantities are ratios of integers.
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which removes about 1% of the prompt muons.

In figure 9 the distributions for Nyir/Nezp, Nio and Xpui are shown for muons
coming from Z — u*u~ events and for pions produced in the 7 decay channels
T—=pv, 7= K.

6.2 Muon detector association

The Muon Detector consists of two layers of chambers separated by 50 cm, and
is located behind the last iron slab of the HCAL, which is 10 cm thick. It is st
7.5 hadronic interaction lengths at normal incidence from the primary interac:
point. Each layer has two planes of streamer tubes and each pl. -e reads out
orthogonal coordinates using aluminium strips. Therefore, up to :wo space po.
can be measured by each layer.

A track is defined to have hit the Muon Chambers if at least one of the two
tube planes has yielded a space point whose distance from the extrapolated track
is less than four times the estimated multiple scattering standard deviation.

The efficiency of the Muon Chambers has been measured with a procedure sim-
ilar to that used for the HCAL, and again the results are inserted in the simulation
program to account for the measured efficiencies through random hit deletion in
simulation events.

The demand for the association of a Muon Chamber hit in addition to the
HCAL muon criteria is very powerful for background rejection. The Monte Carlo
predicts that while about 94% of the muons which have been identified in HCAL are
associated to a Muon Chamber hit, only about 20% of the misidentified hadrons
are associated. This is due to the two—dimensional nature of the Muon Chamber
readout, compared to the one-dimensional in the HCAL, and also to the demand
that the particle has passed through all the iron.

Due to the high track multiplicity inside a jet and due to the fact that the
HCAL tracking is only in one projection, the multiple scattering “roads” opened
around different tracks can overlap, and the same hit can be associated to more
than one track. When two tracks happen to have common hits they are said
to be shadowing each other and when both are identified as muons a choice has
to be made. Usually the Muon Chambers with their two-dimensional points
resolve the ambiguity; when both tracks share exactly the same Muon Chamber
hits, the one with the minimum hit-to-track distance is chosen. The fraction of
prompt muons lost because of inefficiencies in the shadowing algorithm is 0.4 %
at py < 1.25 GeV/c and less than 0.1 % at p, > 1.25 GeV/c.

Penetrating tracks (as defined in section 6.1) which are associated to at least
one plane of the Muon Chambers and which are the best muon candidate when
there is a shadowing ambiguity are defined as muons.
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6.3 Muon identification efficiency

The muon identification efficiency, computed from real isolated muons, is given
as a function of the cosine of the polar angle in figure 10. The two dips in the
efficiency are due to the ALEPH iron supports which are not instrumented with
muon chambers.
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Figure 10: Efficiencies of the muon selection as a function of cos® for isolated
muons. The efficiency due to the cut | cos@ |< 0.95 is not included.

The momentum independence of the muon identification efficiency has been
verified by selecting muons produced in T decays. The selection is based on single
prong 7 decays (not accompanied by neutrals) which behave as minimally jonizing
particles in the ECAL, and have less than 8 GeV of energy deposited in the HCAL
towers. With this sample the Muon Chambers can be used to check the HCAL
identification criteria and vice versa. Figure 11 shows the effect of the additional
requirement of at least one muon chamber hit and the effect of the four cuts on
Nfir[Nezyp, Nezp, Nio and X, as seen in the selection of muons from taus. The
efficiencies of these cuts are constant throughout the whole momentum range of
3 to 40 GeV/c, and the agreement between data and Monte Carlo s good.

The jet environment can modify the efficiency of muon identification in two
ways. As was discussed above, a fraction of muons is lost because the identification
is assigned to a nearby track (shadowing). This fraction, as calculated with the
Monte Carlo, is very small (0.4% at low p, ) and the resulting uncertainty in the
identification efficiency is negligible.

Another way nearby hadrons can affect the efficiency is by modifying the value
of Ntir/Nezp, Nio, Xmutt- This has been studied by comparing clean samples of
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pJ_<l.25 pJ_>l.25

3<p<5 {83.8+1.0]83.3+0.8
5<p< 10| 85.3+1.0 | 84.5 % 0.6
p> 10 86.3+1.6 | 86.6 + 0.6
total 84.8+0.7 | 85.0 + 0.4

Table 4: Muon identification efficiency (%) versus p and P1 (GeV/c) in the Monte
Carlo after mapping corrections from dimuon events. The uncertainty is statistical
only.

muons in data and Monte Carlo selected with tighter cuts on the muon chambers.
The resulting uncertainty on the identification efficiency turns out to be less than
2%. Table 4 gives the efficiency for muon identification versus p and p; obtained
after applying the mapping corrections to the Monte Carlo qq events.

6.4 Hadron misidentification

In hadronic Z decays prompt muons are approximately 0.5% of the charged tracks,
and so the muon identification algorithm has been tuned not only to identify
muons with high efficiency, but also to give a very good hadron rejection power.
A hadron can fake a muon by decaying to a muon before entering the HCAL,
and is, as far as the Hadron Calorimeter and the Muon Chambers are concerned,
indistinguishable from a prompt muon. Hadrons can fake muons also by not
interacting in ALEPH (sail-through) or by interacting in such a way that they are
recognized as a muon by the algorithm (punch-through).

As far as the decays are concerned, it is convenient to separate those which
occur within the TPC volume from the ones which take place in the calorime-
ters. Since the pion and kaon lifetimes and decay modes are well established,
the first class is affected only by the uncertainty in the ratio between pion and
kaon production rates and the simulation of the effect of kinks on the tracking.
The systematic uncertainty on this kind of background is assumed to be less than
10%. When hadrons enter the calorimeters, the decay rate depends also on the
interaction cross section with the material. This background is therefore treated
together with sail-through and punch-through and is referred to as non-decaying
hadrons.

The capability of the Monte Carlo to simulate the various backgrounds has
been checked with pure samples of hadrons selected from decays (using the
channels 7 = pv, 7 = K*v, 7 — wwmv) and K° decays (K® — 7). For the non-
decaying hadrons, which proves to be the most difficult background to correctly
simulate, the ratio of misidentification probability in data to Monte Carlo has
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pL<1.25 p1>1.25
3 <p< 5 | 0.43+0.03 | 0.44 £0.03
5 <p< 10 | 0.42 +0.03 | 0.43 +0.03
p> 10 |[0.33+£0.07 | 0.36 + 0.05
total 0.41 £0.02 | 0.42 £0.02

Table 5: Hadron misidentification probability (%) for punch-through and sail-
through versus p and p, (GeV/c) in the corrected Monte Carlo. The uncertainty

is statistical only.

p1L<1.25 p.L>1.25
3 <p<5 |0.48+0.03 | 0.54 +£0.03
5 <p< 10 | 0.39 £ 0.03 | 0.41 £+ 0.03
p> 10 0.25 + 0.06 | 0.23 + 0.05
total 0.43 £0.02 | 0.45 + 0.02

Table 6: Hadron misidentification probability (%) due to pion or kaon decay versus
p and p, (GeV/c) in the corrected Monte Carlo. The uncertainty is statistical
only.

been measured to be:

Romis = 1.16 £ 0.21 £+ 0.09

where the first uncertainty is statistical and the second comes from the uncertainty
in the sample composition and the uncertainty due to the decays simulation. The
hadron rejection power of the muon identification algorithm is given (versus p and
p.) in tables 5 and 6 for Monte Carlo g events, after the above corrections.

7 Jet clustering and p, definition

The definition of the transverse momentum of the lepton has been optimized in
order to obtain the best separation between primary semileptonic b decays and
other processes. Since the transverse momentum is defined with respect to the
axis of the jet, a proper tuning of the jet clustering algorithm is mandatory. The
most effective definition requires the use of neutrals as well as charged tracks for

the jet definition and that the lepton be removed from the jet before the axis is
defined.
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7.1 Jet definition from neutral and charged energy

For the jets, an energy flow algorithm as outlined in reference [11], is used in
which the measured charged particle momenta and the energy deposits in both
calorimeters are used. Use of the charged particle momenta yields a better energy
flow resolution than the calorimeters alone, and so calorimeter clusters associated
to charged tracks are not counted. Jets are formed using:

o tracks which pass the criteria used in the event selection

e long lived neutral particles which decay into a pair of oppositely charged
particles (V°)

e photons which are identified by virtue of their shower profile in the ECAL

e energy deposits in the electromagnetic and hadron calorimeters which are
classified as being produced by neutral hadrons; this is made on the basis
of the shower profile and the track—calorimetric cluster association.

In figure 12 the peak of the reconstructed energy in ¢ events is shown, together
with the detail of the contributions: charged tracks, photons and neutral hadrons.

The clustering algorithm used is the JADE Scaled Minimum Invariant Mass
algorithm [12]. The value of M, is fixed, independently of the centre—of-mass
energy, to a value of 6 GeV/c?, which corresponds to a value of yc. near 0.0044 at
the peak energy. The choice has been made to optimize the purity vs. efficiency
curve.

This algorithm does not explicitly forbid jets that are made entirely or mostly
out of a single particle, which can happen because some of the particles in the
event may be outside the fiducial limits. It also can happen because jets of low
multiplicity do occur, albeit at a low rate. Those cases where the lepton has a
momentum over 0.9 times the energy of the jet or where the jet has been formed
out of less than three particles are removed from the analyses. Each event is
required to have two or more jets. Overall, this introduces a bias towards bb
events which is about 0.6%. The use of the energy deposits in the calorimeters
for the jet definition is crucial to increase the purity of the sample. When only
charged tracks are used, longer tails in the ¢ = ¢+ and b — ¢ — £* p, spectra
lead to a lower b — £~ purity, particularly for hard cuts.

The trend of the sample composition vs. the p; cut is shown in figure 13.
When only charged tracks are used, a value of y..= 0.02 is used, the one which
maximizes the purity in that case. The ‘lepton excluded’ definition of p; (see
section 7.2) is used here.

In some analyses the direction of the initial b quark has to be estimated. This
is usually done with the direction of the thrust axis, signed with the charge of the
lepton or with a jet—charge technique. In figure 14 it is shown that the direction
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Figure 13: Comparison between the use of charged tracks alone and the inclusion
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of the initial b quark is much better described by the thrust axis direction if also
neutrals are included in the thrust computation.

ALEPH

100 150 200 250 300 350 400 450

0 (mrad)
Figure 14: Angle between the initial b quark direction and the thrust axis in bb
events, defined including neutrals (solid line), and using only charged tracks (solid
circles).

0 50

7.2 Lepton included or excluded in the jet axis definition

When defining the p; of the lepton with respect to jet axis the question arises
whether or not the lepton is to be included in the computation of the jet direction.
The two p, definitions can be written as follows:

pfﬂd — -?Z X ?je!
L+ = '—)
p Jet
_)
p’“’ _ 71 X (?jet - P z)l
n = T ]

P — 7
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The transverse momentum is used to separate different physical components. The
main advantage of the p®¢ definition is that it allows a better separation of
b— c— £t fromb — £~. The b — ¢~ efficiency vs. purity for both p, definitions,
as a function of the applied p, cut is shown in figure 15. The efficiency is defined
as the number of detected b — £~ decays divided by the total number of Z — bb
decays. The efficiency of the p> 3 GeV/c cut is about 75% and is included in this
figure. As can be seen, the resulting signal (b — ¢7) purity is higher with the e
definition.

For the physics analyses which use a double lepton tag, the gain in using the
pF definition is even greater, since requiring one lepton in each hemisphere with
high p; automatically reduces the charm background. This is shown in figure 16,
where the efficiency is defined as the number of detected (b — £~)(b — £*) decays
divided by the total number of Z — bb decays.

8 Conclusions

The ALEPH detector has been shown to have excellent performance for the iden-
tification of inclusive leptons in hadronic Z decays.

Above 3 GeV /c inclusive prompt electrons are detected by means of the shower
profile in the electromagnetic calorimeter and the ionization loss measurements
in the TPC with an efficiency varying with momentum and transverse momentum
from 50 to 75%, but with a very low hadron misidentification probability of typ-
ically 0.1%. Using the hadron calorimeter and the muon chambers, muons are
identified with an efficiency close to 90% and a hadron misidentification probabil-
ity of less than 1%.

Separation of the sources of prompt leptons from heavy quark decays is crit-
ically dependent upon the estimation of the transverse momentum of the lepton
with respect to the direction of the parent hadron. It has been shown that it
is highly beneficial to use both neutrals and charged tracks for the jet analysis
which isolates heavy quark jets and then to exclude the lepton from the jet for
the determination of the axis. The axis obtained in this way gives the transverse
momentum definition which is most effective in distinguishing leptons from the
primary b decays from those from other sources.
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